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Abstract

Adaptive Risk Control (ARC) is an online calibration strategy based on set predic-
tion that offers worst-case deterministic long-term risk control, as well as statistical
marginal coverage guarantees. ARC adjusts the size of the prediction set by vary-
ing a single scalar threshold based on feedback from past decisions. In this work,
we introduce Localized Adaptive Risk Control (L-ARC), an online calibration
scheme that targets statistical localized risk guarantees ranging from conditional
risk to marginal risk, while preserving the worst-case performance of ARC. L-ARC
updates a threshold function within a reproducing kernel Hilbert space (RKHS),
with the kernel determining the level of localization of the statistical risk guarantee.
The theoretical results highlight a trade-off between localization of the statistical
risk and convergence speed to the long-term risk target. Thanks to localization,
L-ARC is demonstrated via experiments to produce prediction sets with risk guar-
antees across different data subpopulations, significantly improving the fairness of
the calibrated model for tasks such as image segmentation and beam selection in
wireless networks.

1 Introduction

Adaptive risk control (ARC), also known as online risk control, is a powerful tool for reliable
decision-making in online settings where feedback is obtained after each decision [Gibbs and Candes,
2021, Feldman et al., 2022]. ARC finds applications in domains, such as finance, robotics, and
health, in which it is important to ensure reliability in forecasting, optimization, or control of
complex systems [Wisniewski et al., 2020, Lekeufack et al., 2023, Zhang et al., 2023, Zecchin et al.,
2024]. While providing worst-case deterministic guarantees of reliability, ARC may distribute such
guarantees unevenly in the input space, favoring a subpopulation of inputs at the detriment of another
subpopulation.

As an example, consider the tumor segmentation task illustrated in Figure 1. In this setting, the
objective is to calibrate a pre-trained segmentation model to generate masks that accurately identify
tumor areas according to a user-defined reliability level [Yu et al., 2016]. The calibration process
typically involves combining data from various datasets, such as those collected from different
hospitals. For an online setting, as visualized in the figure, ARC achieves the desired long-term
reliability in terms of false negative ratio. However, it does so by prioritizing certain datasets, resulting
in unsatisfactory performance on other data sources. Such behavior is particularly dangerous, as it
may result in some subpopulations being poorly diagnosed. This paper addresses this shortcoming of
ARC by proposing a novel localized variant of ARC.
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Figure 1: Calibration of a tumor segmentation model via ARC [Angelopoulos et al., 2024a] and the
proposed localized ARC, L-ARC. Calibration data comprises images from multiple sources, namely,
the Kvasir data set [Jha et al., 2020] and the ETIS-LaribPolypDB data set [Silva et al., 2014]. Both
ARC and L-ARC achieve worst-case deterministic long-term risk control in terms of false negative
rate (FNR). However, ARC does so by prioritizing Kvasir samples at the detriment of the Larib data
source, for which the model has poor FNR performance. In contrast, L-ARC can yield uniformly
satisfactory performance for both data subpopulations.

1.1 Adaptive Risk Control

To elaborate, consider an online decision-making scenario in which inputs are provided sequentially
to a pre-trained model. At each time step t ≥ 1, the model observes a feature vector Xt, and based on
a bounded non-conformity scoring function s : X ×Y → [0, Smax] and a threshold λt ∈ R, it outputs
a prediction set

Ct = C(Xt, λt) = {y ∈ Y : s(Xt, y) ≤ λt}, (1)
where Y is the domain of the target variable Y . After each time step t, the model receives feedback
in the form of a loss function

Lt = L(Ct, Yt) (2)
that is assumed to be non-negative, upper bounded by B < ∞ and non-increasing in the predicted
set size |Ct|. A notable example is the miscoverage loss

L(C, y) = 1{y /∈ C}. (3)

Accordingly, for an input-output sequence {(Xt, Yt)}Tt=1 the performance of the set predictions
{Ct}Tt=1 in (1) can be gauged via the cumulative risk

L̄(T ) =
1

T

T∑
t=1

L(Ct, Yt) =
1

T

T∑
t=1

Lt. (4)

For a user-specified loss level α and a learning rate sequence {ηt}Tt=1, ARC updates the threshold λt

in (1) as [Feldman et al., 2022]
λt+1 = λt + ηt(Lt − α), (5)

where Lt − α measures the discrepancy between the current loss (2) and the target α. For step size
decreasing as ηt = η1t

−1/2 for a ∈ (0, 1) and an arbitrary η1 > 0, the results in [Angelopoulos et al.,
2024b] imply that the update rule (5) guarantees that the cumulative risk (4) for the miscoverage loss
(3) converges to target level α for any data sequence {(Xt, Yt)}t≥1 as∣∣L̄(T )− α

∣∣ ≤ Smax + η1B√
T

, (6)

thus offering a worst-case deterministic long-term guarantee. Furthermore when data are generated
i.i.d. as (Xt, Yt) ∼ PXY for all t ≥ 1, in the special case of the miscoverage loss (3), the set predictor
produced by (5) enjoys the asymptotic marginal coverage guarantee

lim
T→∞

Pr [Y /∈ CT ]
p
= α, (7)

where the probability is computed with respect to the test sample (X,Y ) ∼ PXY , which is indepen-
dent of the sequence of samples {(Xt, Yt)}Tt=1, and the convergence is in probability with respect to
the sequence {(Xt, Yt)}t≥1. Note that in [Angelopoulos et al., 2024b], a stronger version of (7) is
provided, in which the limit holds almost surely.
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Figure 2: The degree of localization in L-ARC is dictated by the choice of the reweighting function
class W via the marginal-to-conditional guarantee (9). At the leftmost extreme, we illustrate constant
reweighting functions, for which marginal guarantees are recovered. At the rightmost extreme,
reweighting with maximal localization given by Dirac delta functions for which the criterion (9)
corresponds to a conditional guarantee. In between the two extremes lie function sets W with an
intermediate level of localization yielding localized guarantees.

1.2 Conditional and Localized Risk

The convergence guarantee (7) for ARC is marginalized over the covariate X . Therefore, there
is no guarantee that the conditional miscoverage Pr [Y /∈ CT |X = x] is smaller than the target
α. This problem is particularly relevant for high-stakes applications in which it is important to
ensure a homogeneous level of reliability across different regions of the input space, such as across
subpopulations. That said, even when the set predictor C(X|Dcal) is obtained based on an offline
calibration data set Dcal with i.i.d. data (X,Y ) ∼ PXY , it is generally impossible to control the
conditional miscoverage probability as

Pr [Y /∈ C(X|Dcal)|X = x] ≤ α for all x ∈ X (8)

without making further assumptions about the distribution PXY or producing uninformative prediction
sets [Vovk, 2012, Foygel Barber et al., 2021].

A relaxed marginal-to-conditional guarantee was considered by Gibbs et al. [2023], which relaxed
the marginal miscoverage requirement (8) as

EX,Y,Dcal

[
w(X)

EX [w(X)]
1{Y /∈ C(X|Dcal)}

]
≤ α for all w(·) ∈ W, (9)

where W is a set of non-negative reweighting functions, and the expectation is taken over the joint
distribution of the calibration data Dcal and the test pair (X,Y ). Note that with a singleton set
W encompassing a single constant function, e.g., w(x) = 1, the criterion (9) reduces to marginal
coverage. Furthermore, as illustrated in Figure 2, depending on the degree of localization of the
functions in set W , the criterion (9) interpolates between marginal and conditional guarantees.

At the one extreme, a marginal guarantee like (7) is recovered when the reweighting functions
are constant. Conversely, at the other extreme, conditional guarantees as in (8) emerge when the
reweighting functions are maximally localized, i.e., when W = {w(x) = δ(x− µ) : µ ∈ X}, where
δ(x) denotes the Dirac delta function. In between these two extremes, one obtains an intermediate
degree of localization. For example, this can be done by considering reweighting functions such as

W =

{
w(x)=

∞∑
i=1

βi

(
κ exp

(
−∥x− µi∥2

l

)
+ 1

)
: EX [w(X)] > 0, and w(x) ≥ 0 ∀x ∈ X

}
,

(10)

where l ≥ 0 is a fixed length scale, κ ≥ 0 is a fixed scaling parameter, and ∥·∥ denotes the Euclidean
norm. Furthermore, function w(x) may also depend on the output of the pre-trained model, supporting
calibration requirements via constraints of the form (9) [Zhang et al., 2024].

In Gibbs et al. [2023], the authors demonstrated that it is possible to design offline set predictors
C(X|Dcal) that approximately control risk (9), with an approximation gap that depends on the degree
of localization of the family W of weighting functions.
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1.3 Localized Risk Control

Motivated by the importance of conditional risk guarantees, we propose Localized ARC (L-ARC), a
novel online calibration algorithm that produces prediction sets with localized statistical risk control
guarantees as in (9), while also retaining the worst-case deterministic long-term guarantees (6) of
ARC. Unlike Gibbs et al. [2023], our work focuses on online settings in which calibration is carried
out sequentially based on feedback received on past decisions.

The key technical innovation of L-ARC lies in the way set predictions are constructed. As detailed in
Section 2, L-ARC prediction sets replace the single threshold in (1) with a threshold function g(·)
mapping covariate X to a localized threshold value g(X). The threshold function is adapted in an
online fashion within a reproducing kernel Hilbert space (RKHS) family G based on an input data
stream and loss feedback. The choice of the RKHS family determines the family W of weighting
functions in the statistical guarantee of the form (9), thus dictating the desired level of localization.

The main technical results, presented in Section 2.3, are as follows.

• In the case of i.i.d. sequences, (Xt, Yt) ∼ PXY for all t ≥ 1, L-ARC provides localized
statistical risk guarantees where the reweighting class W corresponds to all non-negative
functions w ∈ G with a positive mean under distribution PXY . More precisely, given a
target loss value α, the time-averaged threshold function

ḡT (·) =
1

T

T∑
t=1

gt(·), (11)

ensures that for any function w ∈ W , the limit

lim sup
T→∞

EX,Y

[
w(X)

EX [w(X)]
L(C(X, ḡT ), Y )

]
p

≤ α+A(G, w) (12)

holds, where convergence is in probability with respect to the sequence {(Xt, Yt)}t≥1 and
the average is over the test pair (X,Y ). The gap A(G, w) depends on both the RKHS G and
function w; it increases with the level of localization of the functions in the RKHS G; and it
equals zero in the case of constant threshold functions, recovering (7) for the special case of
the miscoverage loss.

• Furthermore, for an arbitrary sequence {(Xt, Yt)}t≥1 L-ARC has a cumulative loss that
converges to a neighborhood of the nominal reliability level α as∣∣∣∣∣ 1T

T∑
t=1

L(C(Xt, gt), Yt)− α

∣∣∣∣∣ ≤ B(G)√
T

+ C(G), (13)

where B(G) and C(G) are terms that increase with the level of localization of the function
in the RKHS G. The quantity C(G) equals zero in the case of constant threshold functions,
recovering the guarantee (6) of ARC.

In Section 3 we showcase the superior conditional risk control properties of L-ARC as compared
to ARC for the task of electricity demand forecasting, tumor segmentation, and beam selection in
wireless networks.

2 Localized Adaptive Risk Control

2.1 Setting

Unlike the ARC prediction set (1), L-ARC adopts prediction sets that are defined based on a threshold
function gt : X → R. Specifically, at each time t ≥ 1 the L-ARC prediction set is obtained based on
a non-conformity scoring function s : X × Y → R as

Ct = C(Xt, gt) := {y ∈ Y : s(Xt, y) ≤ gt(Xt)} . (14)

By (14), the threshold gt(Xt) is localized, i.e., it is selected as a function of the current input Xt. In
this paper, we consider threshold functions of the form

gt(·) = ft(·) + ct, (15)
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where ct ∈ R is a constant and function ft(·) belongs to a reproducing kernel Hilbert space (RKHS)
H associated to a kernel k(·, ·) : X × X → R with inner product ⟨·, ·⟩H and norm ∥·∥H. Note that
the threshold function gt(·) belongs to the RKHS G determined by the kernel k′(·, ·) = k(·, ·) + 1.

We focus on the online learning setting, in which at every time set t ≥ 1, the model observes an input
feature Xt, produces a set Ct, and receives as feedback the loss Lt = L(Ct, Yt). Note that label Yt

may not be directly observed, and only the loss L(Ct, Yt) may be recorded. Based on the observed
sequence of features Xt and feedback Lt, we are interested in producing prediction sets as in (14)
that satisfy the reliability guarantees (12) and (13), with a reweighting function set W encompassing
all non-negative functions w(·) ∈ G with a positive mean EX [w(X)] under distribution PX , i.e.,

W = {w(·) ∈ G : EX [w(X)] > 0, and w(x) ≥ 0 for all x ∈ X}. (16)

Importantly, as detailed below, the level of localization in guarantee (12) depends on the choice of the
kernel k(·, ·).

2.2 L-ARC

Given a regularization parameter λ > 0 and a learning rate ηt ≤ 1/λ, L-ARC updates the threshold
function gt(·) = ft(·) + ct in (14) based on the recursive formulas

ct+1 = ct − ηt(α− Lt) (17)
ft+1(·) = (1− ληt)ft(·)− ηt(α− Lt)k(Xt, ·), (18)

with f1(·) = 0 and c1 = 0. In order to implement the update (17)-(18), it is useful to rewrite the
function gt+1(·) as

gt+1(·) =
t∑

i=1

ait+1k(Xi, ·) + ct+1, (19)

where the coefficients {ait+1}ti=1 are recursively defined as

att+1 = −ηt(α− Lt) (20)

ait+1 = (1− ηtλ)a
i
t, for i = 1, 2, . . . , t− 1. (21)

Accordingly, if the loss Lt is larger than the long-term target α, the update rule (20)-(21) increases
the function gt+1(·) around the current input Xt, while decreasing it around the previous inputs
X1, . . . , Xt−1. Intuitively, this change enhances the reliability for inputs in the neighborhood of Xt.

It is important to note that, at any time t, computing the threshold function (19) requires storing
the coefficients {ait}t−1

i=1 and ct, as well as the input data {Xt}ti=1. Consequently, L-ARC has a
linear memory requirement in t, which is a known limitation of non-parametric learning in online
settings [Koppel et al., 2020]. Previous research has explored methods that trade memory efficiency
for accuracy [Kivinen et al., 2004]. In Appendix C.3, we build on these approaches to present a
memory-efficient variant of L-ARC that allows for a trade-off between localized risk control and
memory requirements.

2.3 Theoretical Guarantees

In this section, we formalize the theoretical guarantees of L-ARC, which were informally stated in
Section 1.3 as (12) and (13).
Assumption 1 (Stationary and bounded kernel). The kernel function is stationary, i.e., k(x, x′) =

k̃(∥x− x′∥), for some non-negative function k̃(·), which is ρ-Lipschitz for some ρ > 0, upper
bounded by κ < ∞, and coercive, i.e., limz→∞ k̃(z) = 0.

Many well-known stationary kernels, such as the radial basis function (RBF), Cauchy, and triangular
kernels, satisfy Assumption 1. The smoothness parameter ρ and the maximum value of the kernel
function κ determine the localization of the threshold function gt(·) ∈ G. For example, the set of
functions W defined in (10) corresponds to the function class (16) associated with the RKHS defined
by the raised RBF kernel k(x, x′) = κ exp(−∥x− x′∥2 /l) + 1, with length scale l = 2e(κ/ρ)2.
As illustrated in Figure 2, by increasing κ and ρ, we obtain functions with an increasing level of
localization, ranging from constant functions to maximally localized functions.
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Assumption 2 (Bounded non-conformity scores). The non-conformity scoring function is non-
negative and bounded, i.e., s(x, y) ≤ Smax < ∞ for any pair (x, y) ∈ X × Y .

Assumption 3 (Bounded and monotone loss). The loss function is non-negative; bounded, i.e.,
L(C, Y ) ≤ B < ∞ for any C ⊆ Y and Y ∈ Y; and monotonic, in the sense that for prediction sets
C ′ and C such that C ′ ⊆ C, the inequality L(C, Y ) ≤ L(C ′, Y ) holds for any Y ∈ Y .

2.3.1 Statistical Localized Risk Control

To prove the localized statistical guarantee (12) we will make the following assumption.

Assumption 4 (Strictly decreasing loss). For any fixed threshold function g(·) ∈ G, the loss
EY [L(C(X, g), Y )|X = x] is strictly decreasing in the threshold g(x) for any x ∈ X .

Assumption 5 (Left-continuous loss). For any fixed threshold function g(·) ∈ G, the loss L(C(x, g+
h), y) is left-continuous in h ∈ R for any (x, y) ∈ X × Y .

Theorem 1. Fix a user-defined target reliability α. For any regularization parameter λ > 0 and any
learning rate sequence ηt = η1t

−1/2 < 1/λ, for some η1 > 0, given a sequence {(Xt, Yt)}Tt=1 of
i.i.d. samples from PXY , the time-averaged threshold function (11) satisfies the limit

lim sup
T→∞

EX,Y

[
w(X)

EX [w(X)]
L(C(X, ḡT ), Y )

]
p

≤ α+ κB
∥fw∥H

EX [w(X)]
, (22)

for any weighting function w(·) = fw(·) + cw ∈ W where the expectation is with respect to the test
sample (X,Y ).

Proof. See Appendix A.

By (22), the average localized loss converges in probability to a quantity that can be bounded by the
target α with a gap A(G, w) that increases with the level of localization κ.

2.3.2 Worst-Case Deterministic Long-Term Risk Control

Theorem 2. Fix a user-defined target reliability α. For any regularization parameter λ > 0 and any
learning rate sequence ηt = η1t

−1/2 < 1/λ with η1 > 0, given any sequence {(Xt, Yt)}Tt=1 with
bounded input ∥Xt∥ ≤ D < ∞, L-ARC produces a sequence of threshold functions {gt(·)}Tt=1 in
(19) that satisfy the inequality∣∣∣∣∣ 1T

T∑
t=1

L(C(Xt, gt), Yt)− α

∣∣∣∣∣ ≤ 1√
T

(
Smax

η1
+

4B
√
ρκD

η1λ
+ 2B(2κ+ 1)

)
+ κB. (23)

Proof. We defer the proof to Appendix B.

Formalizing the upper bound in (13), Theorem 2 states that the difference between the long-term
cumulative risk and the target reliability level α decreases with a rate B(G)T−1/2 to a value C(G) =
κB that is increasing with the maximum value of the kernel κ. In the special case, κ = 0 which
corresponds to no localization, the right-hand side of (23) vanishes in T , recovering ARC long-term
guarantee (6).

3 Experiments

In this section, we explore the worst-case long-term and statistical localized risk control performance
of L-ARC as compared to ARC. Firstly, we address the task of electricity demand forecasting, utilizing
data from the Elec2 dataset [Harries et al., 1999]. Next, we present an experiment focusing on tumor
segmentation, where the data comprises i.i.d. samples drawn from various image datasets [Jha et al.,
2020, Bernal et al., 2015, 2012, Silva et al., 2014, Vázquez et al., 2017]. Finally, we study a problem
in the domain of communication engineering by focusing on beam selection, a key task in wireless
systems [Ali et al., 2017]. A further example concerning applications with calibration constraints
can be found in Appendix C.2. Unless stated otherwise, we instantiate L-ARC with the RBF kernel
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Figure 3: Long-term coverage (left) and average miscoverage error (right), marginalized and con-
ditioned on weekdays and weekends. for ARC and L-ARC with varying values of the localization
parameter l on the Elec2 dataset.
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Figure 4: Long-term FNR (left), average FNR across different data sources (center), and average mask
size across different data sources (right) for ARC and L-ARC with varying values of the localization
parameter l for the task of tumor segmentation [Fan et al., 2020].

k(x, x′) = κ exp(−∥x− x′∥2 /l) with κ = 1, length scale l = 1 and regularization parameter
λ = 10−4. With a smaller length scale l, we obtain increasingly localized weighting functions. All
the experiments are conducted on a consumer-grade Mac Mini with an M1 chip. The simulation code
is available at https://github.com/kclip/localized-adaptive-risk-control.git.

3.1 Electricity Demand

The Elec2 dataset comprises T = 45312 hourly recordings of electricity demands in New South
Wales, Australia. The data sequence {Yt}Tt=1 is subject to distribution shifts due to fluctuations in
demand over time, such as between day and night or between weekdays and weekends. We adopt
a setup akin to that of Angelopoulos et al. [2024b], wherein the even-time data samples are used
for online calibration while odd-time data samples are used to evaluate coverage after calibration.
At time t, the observed covariate Xt corresponds to the past time series Y1:t−1, and the forecasted
electricity demand Ŷt is obtained based on a moving average computed from demand data collected
within the preceding 24 to 48 hours. We produce prediction sets Ct based on the non-conformity
score s(Xt, Yt) = |Ŷt − Yt| and we target a miscoverage rate α = 0.1 using the miscoverage
loss (3). Both ARC and L-ARC use the learning rate ηt = t−1/2. L-ARC is instantiated with the
RBF kernel k(x, x′) = κ exp(−∥ϕ(x)− ϕ(x′)∥2 /l), where ϕ(x) is a 7-dimensional feature vector
corresponding to the daily average electricity demand during the past 7 days.

In the left panel of Figure 3, we report the cumulative miscoverage error of ARC and L-ARC for
different values of the localization parameter l. All algorithms converge to the desired coverage level
of 0.9 in the long-term. The right panel of Figure 3, displays the average miscoverage error on the
hold-out dataset at convergence. We specifically evaluate both the marginalized miscoverage rate and
the conditional miscoverage rate separately over weekdays and weekends. L-ARC is shown to reduce
the weekend coverage error rate as compared to ARC providing balanced coverage as the length scale
l decreases.
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3.2 Tumor Image Segmentation

In this section, we focus on the task of calibrating a predictive model for tumor segmentation. Here,
the feature vector Xt represents a dH × dW image, while the label Yt ⊆ P identifies a subset of the
image pixels P = {(1, 1), . . . , (dH, dW)} that encompasses the tumor region. As in Angelopoulos
et al. [2022], the dataset is a compilation of samples from several open-source online repositories:
Kvasir, CVC-300, CVC-ColonDB, CVC-ClinicDB, and ETIS-LaribDB. We reserve 50 samples from
each repository for testing the performance post-calibration, while the remaining T = 2098 samples
are used for online calibration. Predicted sets are obtained by applying a threshold g(Xt) to the
pixel-wise logits f(pH, pW) generated by the PraNet segmentation model [Fan et al., 2020], with the
objective of controlling the false negative ratio (FNR) L(Ct, Yt) = 1−|Ct∩Yt|/|Yt|. Both ARC and
L-ARC are run using the same decaying learning rate ηt = 0.1t−1/2. L-ARC is instantiated with the
RBF kernel k(x, x′) = κ exp(−∥ϕ(x)− ϕ(x′)∥2 /l), where ϕ(x) is a 5-dimensional feature vector
obtained via the principal component analysis (PCA) from the last hidden layer of the ResNet model
used in PraNet.

In the leftmost panel of Figure 4, we report the long-term FNR for varying values of the localization
parameter l, targeting an FNR level α = 0.1. All methods converge rapidly to the desired FNR
level, ensuring long-term risk control. The calibrated models are then tested on the hold-out data,
and the FNR and average predicted set size are separately evaluated across different repositories. In
the middle and right panels of Figure 4, we report the average FNR and average prediction set size
averaged over 10 trials.

The model calibrated via ARC has a marginalized FNR error larger than the target value α. Moreover,
the FNR error is unevenly distributed across the different data repositories, ranging from FNR = 0.08
for CVC-300 to FNR = 0.32 for ETIS-LaribPolypDB. In contrast, L-ARC can equalize performance
across repositories, while also achieving a test FNR closer to the target level. In particular, as
illustrated in the rightmost panel, L-ARC improves the FNR for the most challenging subpopulation
in the data by increasing the associated prediction set size, while maintaining a similar size for
subpopulations that already have satisfactory performance.

3.3 Beam Selection
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Figure 5: Long-term risk (left-top), average beam set size (left-bottom), and SNR level across the
deployment area (right) for ARC, Mondrian ARC, and L-ARC. The transmitter is denoted as a green
circle and obstacles to propagation are shown as grey rectangles.

Motivated by the importance of reliable uncertainty quantification in engineering applications, we
address the task of selecting location-specific beams for the initial access procedure in sixth-generation
wireless networks [Ali et al., 2017]. Further details regarding the engineering aspects of the problem
and the simulation scenario are provided in Appendix C.1.1. In the beam selection task, at each
time t, the observed covariate corresponds to the location Xt = [px, py] of a receiver within the
network deployment, where px and py represent the geographical coordinates. Based on the observed
covariate, the transmitter chooses a set, denoted as Ct ⊆ [1, · · · , Bmax], consisting of a subset of the
Bmax available communication beams.

Each communication beam i is associated with a wireless link characterized by a signal-to-noise
ratio Yt,i, which follows an unknown distribution depending on the user’s location Xt. We represent
the vector of signal-to-noise ratios as Yt = [Yt,1, . . . , Yt,Bmax ] ∈ RBmax . For a set Ct, the transmitter
sweeps over the beam set Ct, and the performance is measured by the ratio between the SNR obtained
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on the best beam in set Ct and the best SNR on all the beams, i.e.,

L(Ct, Yt) = Lt = 1− maxi∈Ct Yt,i

maxi∈{1,...,Bmax} Yt,i
. (24)

Given an SNR predictor Ŷt = fSNR(Xt) for all beams at location Xt, we consider sets that include
only beams with a predicted SNR exceeding a threshold gt(Xt) as

C(Xt, gt) = {i ∈ [1, . . . , Bmax] : Ŷt,i > gt(Xt)}. (25)

In this setting, localization refers to the fair provision of service across the entire deployment area.
As a benchmark, we thus also consider an additional calibration strategy that divides the deployment
area into two regions: one encompassing all locations near the transmitter, which are more likely to
experience high SNR levels, and the other including locations far from the transmitter. For each of
these regions, we run two separate instances of ARC algorithms. Inspired by the method introduced
in Boström et al. [2021] for offline settings, we refer to this baseline approach as Mondrian ARC.

In the left panels of Figure 5, we compare the performance of ARC, Mondrian ARC, and L-ARC
with an RBF kernel with l = 10, using a calibration data sequence of length T = 25000. All
methods achieve the target long-term SNR regret, but L-ARC achieves this result while selecting
sets with smaller sizes, thus requiring less time for beam sweeping. Additionally, as illustrated on
the right panel, thanks to the localization of the threshold function, L-ARC ensures a satisfactory
communication SNR level across the entire deployment area. In contrast, both ARC and Mondrian
ARC produce beam-sweep sets with uneven guarantees over the network deployment area.

4 Related Work

Our work contributes to the field of adaptive conformal prediction (CP), originally introduced
by Gibbs and Candes [2021]. Adaptive CP extends traditional CP [Vovk et al., 2005] to online
settings, where data is non-exchangeable and may be affected by distribution shifts. This extension
has found applications in reliable time-series forecasting [Xu and Xie, 2021, Zaffran et al., 2022],
control [Lekeufack et al., 2023, Angelopoulos et al., 2024a], and optimization [Zhang et al., 2023,
Deshpande et al., 2024]. Adaptive CP ensures that prediction sets generated by the algorithm contain
the response variable with a user-defined coverage level on average across the entire time horizon.
Recently, Bhatnagar et al. [2023] proposed a variant of adaptive CP based on strongly adaptive online
learning, providing coverage guarantees for any subsequence of the data stream. While their approach
offers localized guarantees in time, L-ARC provides localized guarantees in the covariate space.
More similar to our work is [Bastani et al., 2022], which studies group-conditional coverage. Our
work extends beyond coverage guarantees to a more general risk definition, akin to Feldman et al.
[2022]. Angelopoulos et al. [2024a] studied the asymptotic coverage properties of adaptive conformal
predictions in the i.i.d. setting; and our work extends these results to encompass covariate shifts.
Finally, the guarantee provided by L-ARC is similar to that of Gibbs et al. [2023], albeit for an offline
conformal prediction setting.

5 Conclusion and Limitations

We have presented and analyzed L-ARC, a variant of adaptive risk control that produces prediction
sets based on a threshold function mapping covariate information to localized threshold values.
L-ARC can guarantee both worst-case deterministic long-term risk control and statistical localized
risk control. Empirical analysis demonstrates L-ARC’s ability to effectively control risk for different
tasks while providing prediction sets that exhibit consistent performance across various data sub-
populations. The effectiveness of L-ARC is contingent upon selecting an appropriate kernel function.
Furthermore, L-ARC has memory requirements that grow with time due to the need to store the input
data {Xt}t>1 and coefficients (20)-(21). These limitations of L-ARC motivate future work aimed
at optimizing online the kernel function based on hold-out data [Kiyani et al., 2024] or in an online
manner [Angelopoulos et al., 2024a], and at studying the statistical guarantees of memory-efficient
variants of L-ARC [Kivinen et al., 2004].
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A Proof of Theorem 1

We are interested in bounding the localized risk in (22) of the threshold function (11) for all weighting
functions in set W defined in (16). To study the limit in (22) we first note that L-ARC update rule (18)
corresponds to an online gradient descent step for a loss function ℓ(g, x, y), with respect to function
f(·) and constant c in function g(·) = f(·) + c as in (15). In particular, interpreting the update rule
(17)-(18) as a gradient descent step, we obtain that the partial derivatives of the loss function ℓ(g, x, y)
evaluated at g(·) = f(·) + c are

∇f ℓ(g) =
∂ℓ(g, x, y)

∂f
(·) = (α− L(C(x, g), y))k(x, ·) + λf(·) ∈ H, (26)

∇cℓ(g) =
∂ℓ(g, x, y)

∂c
= (α− L(C(x, g), y)) ∈ R, (27)

so that the first order approximation of the loss ℓ(g, x, y) around g(·) is given by

ℓ(g + ϵδf , x, y) ≈ ℓ(g, x, y) + ϵ(α− L(C(x, g), y))⟨Kx, δf ⟩+ ϵ⟨f, δf ⟩ (28)
ℓ(g + ϵδc, x, y) ≈ ℓ(g, x, y) + ϵ(α− L(C(x, g), y))δc. (29)

In order to study the convexity of the loss ℓ(g, x, y) in g(·), we compute the the derivatives of (26)-
(27) with respect to f(·) and c. The derivative of (26) with respect to f is the operator A : H → H
satisfying

Aδf = lim
ϵ→0

∇f ℓ(g + ϵδf )−∇f ℓ(g)

ϵ

= − lim
ϵ→0

L(C(x, g), y)− L(C(x, g + ϵδf ), y)

ϵ
Kx + λδf

= −
〈∂L(C(x, g), y)

∂g(x)

∂g(x)

∂f
, δf

〉
Kx + λδf

= −∂L(C(x, g), y)

∂g(x)
⟨Kx, δf ⟩Kx + λδf . (30)

It follows that

⟨f,Af⟩ = −∂L(C(x, g), y)

∂g(x)
f(x)2 + λ ∥f∥2H . (31)

Similarly, the derivative of (26) with respect to c is the operator B : R → H is given by

Bc = −∂L(C(x, g), y)

∂g(x)
Kxc, (32)

which satisfies

⟨f,Bc⟩ = −∂L(C(x, g), y)

∂g(x)
f(x)c. (33)

The derivative of (27) with respect to c is given by

Dc = −∂L(C(x, g), y)

∂g(x)
c, (34)

and the derivative with respect to to f is the operator C : H → R given by

Cδf = −∂L(C(x, g), y)

∂g(x)
⟨Kx, δf ⟩, (35)

so that

⟨c, Cf⟩ = −∂L(C(x, g), y)

∂g(x)
f(x)c. (36)
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From Assumption 4, the inequality L′ = −EY

[
∂L(C(x,g),Y )

∂g(x) |X = x
]
≥ γ > 0 holds. Thus, the

second-order term of the approximation of EY [ℓ(g,X, Y )|X = x] around g(·) ̸= 0 satisfies

EY

[
[f c]

[
A B
C D

] [
f
c

] ∣∣∣∣∣X = x

]
=EY [⟨f,Af⟩+ ⟨f,Bc⟩+ ⟨c, Cf⟩+ ⟨c,Dc⟩|X = x]

=L′f(x)2 + 2L′f(x)c+ L′c2 + λ ∥f∥2H
=L′(f(x) + c)2 + λ ∥f∥2H > 0. (37)

We then conclude that the loss function EY [ℓ(g,X, Y )|X = x] is strongly convex in g(·), and that
the population loss minimizer

g∗(·) = f∗(·) + c∗ = argmin
g∈G

EX,Y [ℓ(g,X, Y )] (38)

is unique. For any covariate shift w(·) ∈ W denote its components fw(·) ∈ H and cw ∈ R such that
w(·) = fw(·) + cw. From the first order optimality conditions, it holds that the directional derivatives
with respect to fw(·) and cw must satisfy

EX,Y [∇ϵℓ(g
∗ + ϵfw, X, Y )|ϵ=0] =EX,Y [(α− L(Ct(X, g∗), Y ))fw(X) + λ⟨fw, f∗⟩H] = 0,

(39)
EX,Y [∇ϵℓ(g

∗ + ϵcw, X, Y )|ϵ=0] =EX,Y [(α− L(Ct(X, g∗), Y ))cw] = 0, (40)

which implies that for the optimal solution g∗(·)

EX,Y

[
w(X)

EX [w(X)]
L(C(X, g∗), Y )

]
= α+ λ

〈
f∗,

fw
EX [w(X)]

〉
H
. (41)

Equality (41) amounts to a localized risk control guarantee for the threshold g∗(·) for covariate shift
in w(·) ∈ W . The following lemma states that the time-average L-ARC threshold function ḡT (·)
defined in (11) converges to the population risk minimizer g∗(·).
Lemma 1. For any regularization parameter λ > 0 and any learning rate sequence ηt = η1t

−1/2 <
1/λ, for some η1 > 0, given a sequence {(Xt, Yt)}Tt=1 of i.i.d. samples from PXY , the time-averaged
threshold function (11) satisfies for any ϵ > 0

lim
T→∞

Pr[∥g∗ − ḡT ∥∞ ≥ ϵ] = 0 (42)

Proof. To prove convergence in probability, we need to show that the loss function ℓ(g,X, Y ) is
bounded. To this end, we first show that ℓ(g,X, Y ) is Lipschitz in g(·) by studying the norm of the
derivatives (26)-(27). For gt(·) = ft(·)+ ct returned by the update rule (18), the gradient with respect
to ft(·) satisfies ∥∥∥∥∂ℓ(gt, x, y)∂f

(·)
∥∥∥∥
H

= ∥(α− L(C(x, gt), y)k(x, ·) + λft(·)∥H

≤ B
√
κ+ λ ∥ft(·)∥H ≤ 2B

√
κ, (43)

where the first inequality follows from the boundedness on the kernel (Assumption 1) and the
boundedness on the loss (Assumption 3), while the last follows from Proposition 1. The gradient
with respect to c can be similarly bounded as∣∣∣∣∂ℓ(gt, x, y)∂c

(·)
∣∣∣∣ = |(α− L(C(x, gt), y)| ≤ B. (44)

From the mean value theorem it follows that for g(·) = f(·) + c and g′(·) = f ′(·) + c′

|ℓ(g,X, Y )− ℓ(g′, X, Y )| ≤
(
2B

√
k +B

)
∥f − f ′∥H +B|(c− c′)|. (45)

Since L-ARC returns functions ft(·) with bounded RKHS norm and infinity norm (Proposition 1),
and thresholds function gt(·) with bounded in infinity norm (Proposition 3), we conclude that there
exists a finite ℓmax < ∞ such that |ℓ(g,X, Y )| ≤ ℓmax. Given that the loss is bounded we can apply
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[Kivinen et al., 2004, Theorem 4] and obtain that for the threshold {gt(·)}t≥1 returned by L-ARC
and the population loss minimizer g∗(·) it holds

1

T

T∑
t=1

ℓ(gt, Xt, Yt) ≤
1

T

T∑
t=1

ℓ(g∗, Xt, Yt) +B2κ2(2κ2 + 1)2
(

2√
T

(
2η1 +

1

η1λ2

)
+

1

2η1λ2T

)
.

(46)

By Hoeffding’s inequality the empirical average on the right-hand side of (46) converges to its
expected value. Formally, we have that with probability at least 1− δ with respect to the sequence
{(Xt, Yt)}Tt=1 ∣∣∣∣∣ 1T

T∑
t=1

ℓ(g∗, Xt, Yt)− EX,Y [ℓ(g
∗, X, Y )]

∣∣∣∣∣ ≤ ℓmax

√
2

T
log

(
1

δ

)
. (47)

Similarly, by [Cesa-Bianchi et al., 2004, Theorem 2] the empirical risk on the left-hand side of (46)
converges to the population risk of the time-averaged solution (11). With probability at least 1− δ
with respect to the sequence of samples {(Xt, Yt)}Tt=1, it holds

EX,Y [ℓ(ḡT , X, Y )] ≤ 1

T

T∑
t=1

ℓ(gt, Xt, Yt) + ℓmax

√
2

T
log

(
1

δ

)
(48)

Combining the two inequalities, with probability at least 1− 2δ with respect to {(Xt, Yt)}Tt=1,

EX,Y [ℓ(ḡT , X, Y )− ℓ(g∗, X, Y )] ≤B2κ2(2κ2 + 1)2
(

2√
T

(
2η1 +

1

η1λ2

)
+

1

2η1λ2T

)
+ 2ℓmax

√
2

T
log

(
1

δ

)
(49)

Since the EX,Y [ℓ(g,X, Y )] is strongly convex there exists a value γ > 0 such that the second order
approximation of EX,Y [ℓ(g,X, Y )] at g∗(·) satisfies

γ

2

(∥∥f∗ − f̄T
∥∥
H + (c∗ − c̄T )

)2 ≤ EX,Y [ℓ(ḡT , X, Y )− ℓ(g∗, X, Y )] (50)

Combining (50) and (49), and leveraging ∥f∥∞ ≤ √
κ ∥f∥H, which follows from the Assumption 1,

we conclude that with probability 1− 2δ

∥g∗ − ḡT ∥∞ ≤

√√√√2B2κ2(2κ2 + 1)2

γ(κ+ 1)

(
2√
T

(
2η1 +

1

η1λ2

)
+

1

2η1λ2T

)
+

4ℓmax

γ(κ+ 1)

√
2

T
log

(
1

δ

)
.

(51)

Choosing δ = 1
T , for any ϵ > 0, it holds

lim
T→∞

Pr[∥g∗ − ḡT ∥∞ ≥ ϵ] = 0. (52)

By itself, the convergence of the threshold function ḡT (·) to the population risk minimizer g∗(·) is not
sufficient to provide localized risk control guarantees for L-ARC time-averaged solution. However,
under the additional loss regularity assumption in Assumption 5, we can show that set predictor
C(X, ḡT ) enjoys conditional risk control for T → ∞.

Having assumed that the loss L(C(x, g), y) is left-continuous and decreasing for larger prediction sets
(Assumption 3 and 5), for any δ′ > 0 there exists ϵ > 0 such that for g(·) such that ∥g∗ − g∥∞ ≤ ϵ it
holds

L (C (X, g) , Y ) ≤ L (C (X, g∗) , Y ) + δ′. (53)

For such g(·) the following inequality holds

max
w∈W

E
[

w(X)

E[w(X)]
L (C (X, g) , Y )

]
≤ max

w∈W
E
[

w(X)

E[w(X)]
L (C (X, g∗) , Y )

]
+ δ′. (54)
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As stated in Lemma 1, we can always find T large enough, such that ∥g∗ − ḡT ∥∞ ≤ ϵ with arbitrary
large probability. This implies, that for any δ′ > 0 and w ∈ W ,

lim
T→∞

E
[

w(X)

E[w(X)]
L (C (X, ḡT ) , Y )

]
≤ E

[
w(X)

E[w(X)]
L (C (X, g∗) , Y )

]
+ δ′ (55)

≤ α+ λ

〈
f∗,

fw
EX [w(X)]

〉
H
+ δ′ (56)

≤ α+ κB
∥fw∥H

EX [w(X)]
+ δ′, (57)

where the inequality (55) follows from (54), the inequality (56) follows from (41) and the inequality
(57) from Proposition 1.

B Proof of Theorem 2

We are interested in bounding the absolute difference between the cumulative loss value incurred by
the set predictors {C(gt, Xt)}Tt=1 produced by L-ARC (18) and the target reliability level α, i.e.,∣∣∣∣∣∣ 1T

T∑
t=1

(L(Ct, Yt)︸ ︷︷ ︸
Lt

−α)

∣∣∣∣∣∣ . (58)

From Assumption 1 and having assumed ∥Xt∥ ≤ D for t ≥ 1, it follows that

lim
∥x∥→∞

k(Xt, x) = 0. (59)

A bound on the cumulative risk can then be obtained by bounding∥∥∥∥∥ 1T
T∑

t=1

(Lt − α)(k(Xt, ·) + 1)

∥∥∥∥∥
∞

, (60)

where for a function f : X → R, the infinity norm ∥f∥∞ is defined as maxx∈X |f(x)|. In fact, from
(60) we directly obtain a bound on the cumulative risk∣∣∣∣∣ 1T

T∑
t=1

(Lt − α)

∣∣∣∣∣ = lim
∥x∥→∞

∣∣∣∣∣ 1T
T∑

t=1

(Lt − α)(k(Xt, x) + 1)

∣∣∣∣∣ ≤
∥∥∥∥∥ 1T

T∑
t=1

(Lt − α)(k(Xt, ·) + 1)

∥∥∥∥∥
∞

.

(61)

To this end, we first note that functions {ft(·)}t∈N generated by (18) have bounded RKHS norm and
are smooth.
Proposition 1. For every t ≥ 1, we have the inequalities ∥ft∥H ≤ B

√
κ

λ and ∥ft∥∞ ≤ κB
λ .

Proof. The proof is by induction, with the base case ∥f1(·)∥H ≤ B
√
κ/λ being satisfied as f1(·) = 0.

The induction step is given as

∥ft+1∥H = ∥(1− ληt)ft − ηt(α− Lt)k(xt, ·)∥H (62)
≤ ∥(1− ληt)ft∥H + ∥ηt(α− Lt)k(xt, ·)∥H (63)

≤ (1− ληt) ∥ft∥H + ηtB
√
κ (64)

≤ B
√
κ

λ
, (65)

where the equality (62) follows from the update rule (18); the inequality (63) from the properties of
the norm, the inequality (64) from Assumption 1 and 3, and the inequality (65) from the induction
hypothesis ∥ft∥H ≤ B

√
κ

λ .

Proposition 2. For t ≥ 1 and any (x, x′) ∈ X × X we have

|f(x)− f(x′)| ≤ B
√
2ρκD

λ
. (66)
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Proof. Denote the evaluation function at x as Kx = k(x, ·). From Proposition 1 and the Lipschitz
continuity assumed in Assumption 1, it follows that

|f(x)− f(y)| = |⟨f,Kx⟩H − ⟨f,Ky⟩H|
= |⟨f,Kx −Ky⟩H|
≤ ∥f∥H ∥Kx −Ky∥H
= ∥f∥H

√
k(x, x) + k(y, y)− 2k(x, y)

≤ ∥f∥H
√
2ρ ∥x− y∥

≤ 2B
√
ρκD

λ
(67)

where the first inequality follows from Cauchy–Schwarz inequality, the second from the Lipschitz
continuity of the kernel, and the last one from Proposition 1 together with ∥x∥ ≤ D for x ∈ X .

Leveraging the above characterization of the function ft(·) returned by L-ARC, we now show that
the threshold function gt(·) has maximum and minimum values that are uniformly bounded.
Proposition 3. For every t ≥ 1 and x ∈ X we have gt(x) ∈ [Gmin, Gmax] with

Gmax = Smax +
2B

√
ρκD

λ
+ η1B(2κ+ 1) (68)

and

Gmin = −2B
√
ρκD

λ
− η1B(2κ+ 1). (69)

Proof. We now prove the upper bound (68). The proof is by contradiction and it start by assuming
that there exists a t > 1 and x ∈ X such that gt(x) ≥ Gmax while gt′(·) < Gmax for all t′ < t. From
the update rule (18) we have that

gt−1(x) = gt(x) + ηt−1(α− Lt)(k(Xt−1, x) + 1)− ληt−1ft−1(x)

≥ Gmax − η1B(κ+ 1)− λη1|ft−1(x)|
≥ Gmax − η1B(2κ+ 1). (70)

From Proposition 2 we also have

gt−1(Xt−1) ≥ gt−1(x)−
2B

√
ρκD

λ
≥ Gmax − η1B(2κ+ 1)− 2B

√
ρκD

λ
≥ Smax, (71)

where the last inequality follows from Gmax being defined as (68). From Assumption 2, for all x ∈ X ,

gt−1(Xt−1) ≥ Smax =⇒ α ≥ Lt−1 =⇒ gt(x) ≤ (1− ληt−1)gt−1(x) ≤ Gmax, (72)

which contradicts with the original assumption that there exists x such that gt(x) ≥ Gmax.

The proof of the lower bound (69) follows similarly. Assume there exists t > 1 and x ∈ X such that
gt(x) ≤ Gmin while gt′(·) > Gmin for t′ < t. From the update rule (18) we have that

gt−1(x) = gt(x) + ηt−1(α− Lt)(k(Xt−1, x) + 1)− ληt−1ft−1(x)

≤ Gmin + η1B(κ+ 1) + λη1|ft−1(x)|
≤ Gmin + η1B(2κ+ 1) (73)

From Proposition 2 we also have

gt−1(Xt−1) ≤ gt−1(x) +
2B

√
ρκD

λ
≤ Gmin + η1B(2κ+ 1) +

2B
√
ρκD

λ
≤ 0 (74)

where the last inequality follows from Gmin being defined as (69). From Assumption 2, for all x ∈ X ,

gt−1(Xt−1) ≤ 0 =⇒ Lt−1 ≥ α =⇒ gt(x) ≥ (1− ληt−1)gt−1(x) ≥ Gmin (75)

which contradicts the assumption that there exists minx∈X gt(x) ≤ Gmin.
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Having established an upper and lower bound on the maximum value of the function gt(·) generated
by (18) we can now bound (60). Define ∆t = η−1

t − η−1
t−1 and ∆1 = η−1

1 and note that∣∣∣∣∣ 1T
T∑

t=1

(Lt − α)

∣∣∣∣∣ ≤max
x∈X

∣∣∣∣∣ 1T
T∑

t=1

(Lt − α)(k(Xt, x) + 1)

∣∣∣∣∣
=

∥∥∥∥∥ 1T
T∑

t=1

(
t∑

r=1

∆r

)
ηt(Lt − α)(k(Xt, ·) + 1)

∥∥∥∥∥
∞

=

∥∥∥∥∥ 1T
T∑

r=1

∆r

(
T∑

t=r

ηt(Lt − α)(k(Xt, ·) + 1)

)∥∥∥∥∥
∞

=

∥∥∥∥∥ 1T
T∑

r=1

∆r

(
T∑

t=r

ft+1 + ct+1 − (1− ληt)ft − ct

)∥∥∥∥∥
∞

=

∥∥∥∥∥ 1T
T∑

r=1

∆r

(
gT+1 − gr + λ

T∑
t=r

ηtft

)∥∥∥∥∥
∞

≤
∥∥∥∥∥ 1T

T∑
r=1

∆r (gT+1 − gr)

∥∥∥∥∥
∞

+

∥∥∥∥∥ λT
T∑

r=1

∆r

T∑
t=r

ηtft

∥∥∥∥∥
∞

≤ 1

T

T∑
r=1

∆r ∥gT+1 − gr∥∞︸ ︷︷ ︸
:=E1

+
λ

T

T∑
t=1

∥ft∥∞︸ ︷︷ ︸
:=E2

. (76)

The first term can be bounded based on Proposition (3) as

E1 ≤ 1

T
max

r
∥gT+1 − gr∥∞

T∑
r=1

∆r =
1

ηTT

(
Smax +

4B
√
ρκD

λ
+ 2η1B(2κ+ 1)

)
, (77)

and similarly, for the second term, we have

E2 ≤ λ

T

T∑
t=1

κB

λ
= κB. (78)

Fix a decreasing learning rate ηt = η1t
−ω and a regularization parameter λ = λ0T

−ξ, then the E1

becomes

E1 =
Smax

η1T 1−ω
+

4B
√
ρκD

η1λT 1−ω
+

2B(2κ+ 1)

T 1−ω
(79)

For any ω < 1, it follows

lim
T→∞

∣∣∣∣∣ 1T
T∑

t=1

(Lt − α)

∣∣∣∣∣ = κB. (80)
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C Additional Experiments

C.1 Beam Selection

C.1.1 Simulation Details
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Figure 6: Network deployment assumed in the simulations. A single transmitter (green circle)
communicates with receivers that are uniformly distributed in a scene containing multiple buildings
(grey rectangles).

For the beam selection experiment, we consider the network deployment depicted in Figure 6, in
which a transmitter (green circle) communicates with users in an urban environment with multiple
buildings (grey rectangles). We assume that communication occurs at a frequency fc = 2.14 GHz and
that the transmitter is equipped with Nt = 8 transmitting antennas while receiving users have single-
antenna equipment. The transmitter adopts a discrete Fourier transform beamforming codebook of
size Bmax = 11, with each beam bi given by

bi =
1√
Nt

[1, ej2π
2πi

Bmax , . . . , ej(Nt−1) 2πi
Bmax ] ∈ CNt , for i ∈ {0, . . . , Bmax − 1}, (81)

where j =
√
−1. The wireless channel response hR ∈ CNt between the transmitter and a receiver

located at Xt = [px, py] ∈ R2, is modeled using Sionna ray-tracer [Hoydis et al., 2023], and we
account for small scale fading using a Rayleigh noise model [Goldsmith, 2005]. The resulting channel
vector is distributed as

ht ∼ hR(Xt) +Rayleigh(σ). (82)

where hR(Xt) is the ray tracer output and Rayleigh(σ) is a Rayleigh distributed random variable
with parameter σ = 10−4. Assuming unit power transmit symbols and receiver noise, for a channel
vector ht the communication signal-to-noise ratio (SNR) obtained using the beamformer bi is given
by

Yt,i = hT
t bi. (83)

Beam sets are obtained calibrating an SNR predictor Ŷt = fSNR(Xt) realized using a 3-layer fully
connected neural network that is trained on 2500 samples with the user location generated uniformly
at random within the deployment area.

C.1.2 Effect of the Length Scale

In Figure 7, we study the effect of the length scale l of the kernel function on the time-averaged
threshold function ḡT (X) returned by L-ARC. We report the value of the L-ARC time-averaged
threshold, ḡT (X), in (11), for the same experimental set-up as in Section 3.3, and for increasing
localization of the kernel function. As the length scale parameter l decreases, corresponding to a
more localized kernel, the value of the threshold is allowed to vary more across the deployment area.
In particular, the threshold function reduces its value around areas where the beam selection problem
becomes more challenging, such as building clusters, in order to create larger beam selection sets.
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Figure 7: Time-averaged threshold function ḡT for different values of localization parameter l.
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Figure 8: Long-term coverage (left), coverage rate (center), and prediction set size (right) versus
model’s confidence for ARC and L-ARC for different values of the localization parameter l.

C.2 Image Classification with Calibration Requirements

In this section, we consider an image classification task under calibration requirements based on the
fruit-360 dataset [Muresan and Oltean, 2018]. For this problem, the feature vector Xt is an image
of size 100× 100, and the corresponding label Yt ∈ Y = {1, . . . , 130} is one of 130 types of fruit,
vegetable, or nut in image Xt. We study the online calibration of a pre-trained ResNet18 model
[He et al., 2016]. For an input image Xt, the prediction set is obtained from the model’s predictive
distribution p̂(y|Xt) as

C(Xt, gt) = {y ∈ Y : p̂(y|Xt) > gt(Xt)}, (84)

and we target the miscoverage loss (3) with a target miscoverage rate α = 0.25. In order to capture
calibration requirements, we impose coverage constraints that are localized in the model’s confidence.
The model’s confidence indicator is given by the maximum value of the model’s predictive distribution
p̂(y|Xt), i.e.,

Conf(Xt) = max
y∈Y

p̂(y|Xt). (85)

Accordingly, we run ARC and L-ARC calibration with a sequence of T = 8000 samples and we
instantiate L-ARC using the exponential kernel k(x, x′) = κ exp(−∥ϕ(x)− ϕ(x′)∥2 /l), where the
feature vector is given by the model’s uncertainty, i.e., ϕ(x) = Conf(x).

In the left-most panel of Figure 8 we report the long-term coverage of ARC and L-ARC for an
increasing level of localization obtained by decreasing the length scale l. All methods guarantee
long-term coverage. In the middle panel, we use hold-out data to evaluate the coverage of the
calibrated model conditioned on the model’s confidence level. For small length scale l, L-ARC yields
prediction sets that satisfy the coverage requirement across different levels of the model’s confidence.
In contrast, ARC, due to its inability to adapt the threshold function, has a large miscoverage rate for
small model confidence levels. As illustrated in the right panel, this is achieved by producing a larger
set size when the model’s confidence is low.
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Figure 9: FNR obtained by ARC, L-ARC, and L-ARC with limited memory budget Mmax ∈
{500, 1000, 1500}. As the memory budget increases, the localized risk control performance of
L-ARC interpolates between ARC and L-ARC.

Figure 10: SNR across the deployment attained by L-ARC with limited memory budget Mmax.

C.3 On the memory efficiency of L-ARC

In a manner similar to [Kivinen et al., 2004], it is possible to obtain a memory-efficient version of
L-ARC that adopts a truncated version of L-ARC threshold (19) given by

gt+1(·) =
t∑

i=max{1,t−Mmax}

ait+1k(Xi, ·) + ct+1. (86)

Unlike the threshold (19), which has a linear memory requirement, the truncated version (86) requires
a constant memory and computational load that are proportional to the number of coefficients Mmax.
It is known that in online non-parametric learning, there exists a trade-off between memory efficiency
and performance. In the following, we empirically study the trade-off between the localized risk
control of L-ARC and its memory requirements by varying the parameteR Mmax.

C.3.1 Tumor Segmentation

Using the setup described in Section 3.2, we now consider calibrating the image segmentation model
using L-ARC with a truncated threshold (86). In Figure 9, we report the average FNR conditioned
on different data sources for Mmax ∈ {500, 1000, 1500}. As a benchmark, we also compare against
ARC and L-ARC without truncation. By adjusting the value of Mmax, it is possible to trade off
localized risk control for memory efficiency. In fact, the effect of truncation on L-ARC’s performance
is minimal when the number of coefficients in the truncation is large (Mmax = 1500). However, for
greater memory savings (Mmax = 500), L-ARC’s performance becomes similar to that of ARC. In
all cases, L-ARC provides better localized risk control than ARC.

C.3.2 Beam Selection

We consider the beam selection problem discussed in Section 3.3. In Figure 10, we report the SNR
levels across the deployment attained by ARC, L-ARC, and L-ARC with a truncated threshold with
a maximum number of coefficients Mmax ∈ {500, 1000}. As the number of coefficients Mmax and
the memory requirement reduce, the localized risk control performance of L-ARC also decreases.
Nonetheless, even for small Mmax, L-ARC delivers a more consistent SNR level across the deployment
compared to ARC.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The theoretical claims about the proposed calibration algorithm are supported
by Theorem 1 and Theorem 2, while experimental results in Section 3 demonstrate its
capability to control long-term risk and to improve fairness across data subpopulations.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 5, we highlight two primary limitations of L-ARC: its memory
requirements and the necessity of specifying a suitable kernel. Additionally, we suggest
potential directions for future research to address these issues. A memory-efficient version
of L-ARC is given in the Appendix.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Both theorems are preceded by a necessary set of assumptions. In the proofs,
provided in the appendix, we reference these assumptions when using them.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in the appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In the main text, we provide details of all the experiments, including factors
influencing the proposed solution, such as datasets and algorithm parameters like the choice
of kernel, localization parameters, and learning rate.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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• The factors of variability that the error bars are capturing should be clearly stated (for
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feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This work does not pose such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All datasets and models used in the experiments are properly credited by citing
the corresponding papers.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We do not use crowdsourcing or human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We do not use crowdsourcing or human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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