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Two Lines of Data Efficiency Learning
Semi-supervised learning (SSL)

[1] Kihyuk Sohn, David Berthelot, Nicholas Carlini, Zizhao Zhang, Han Zhang, Colin A Raffel, Ekin Dogus Cubuk, Alexey 

Kurakin, and Chun-Liang Li. Fixmatch: Simplifying semi-supervised learning with consistency and confidence. Advances in 

neural information processing systems, 33:596–608, 2020.432
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Semi-supervised learning (SSL) [1]:
- Relies on invalid assumption of stratified sampling

(Require equal sampling from each class)



Two Lines of Data Efficiency Learning
Active Learning (AL)

[2] Ozan Sener and Silvio Savarese. Active learning for convolutional neural networks: A core-set approach. International 

Conference on Learning Representations 2018. 
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Active Learning (AL) [2]:
+ avoid of stratified sampling

- require an initial labeled set

- requires multiple rounds of training and labeling

- selected instances are task specific
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Our approach: Data Pre-Selection
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…

Data Pre-Selection (new task):
+ avoid of stratified sampling

+ no initial labeled set

+ a single pass

+ fit for various unknown tasks



The Core Idea:
Select diverse and representative instances based on semantically 
meaningful multimodal feature from adapted BLIP-2 [3].
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[3] Junnan Li, Dongxu Li, Silvio Savarese, and Steven Hoi. Blip-2: Bootstrapping language image pre-training with frozen 

image encoders and large language models. arXiv preprint arXiv:2301.12597, 2023.
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Data Pre-selection Workflow

❑ Extract multimodal features for clustering

❑ Select representative and diverse instances for labeling

▪ Medoid in each cluster

▪ Instance with highest probability in each cluster



Unsupervised Prompt Learning
Adapt BLIP-2 for Data Pre-selection

BLIP-2
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[4] Yunfan Li, Peng Hu, Zitao Liu, Dezhong Peng, Joey Tianyi Zhou, and Xi Peng. Contrastive clustering. In Proceedings of 

the AAAI Conference on Artificial Intelligence, volume 35, pages 8547–8555, 2021

❑ Three cooperatively learned elements

▪ Learnable prompts

▪ Instance-level MLP head

▪ Cluster-level MLP head

❑ Unsupervised clustering objectives [4]

▪ Instance-level contrastive loss

▪ Cluster-level contrastive loss

𝑔𝐼(∙)

𝑔𝐶(∙)



Prompt Generalization across Other Datasets

(c) Prompt Generalization for Other Datasets

BLIP-2
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❑ Learned prompt from a single dataset can be directly

applied to enhance the feature quality of other datasets



Experiments

❑Downstream task
▪ Image classification - linear probe on CLIP image encoders

❑Datasets
▪ EuroSAT

▪ OxfordPets

▪ DTD

▪ Caltech101

▪ FGVAircraft

▪ UCF101

▪ Flowers102

▪ Domain generalization task
▪ K-Nearest Neighbors classifier on extracted feature



Linear Probe Results of CLIP

UP-DP outperforms 

the SOTA Methods

❑

represents different 
sampling strategies

𝑓 ∙ , 𝑔𝐼 ∙ , 𝑔𝐶(∙)



Domain Generalization Results of Learned Prompts

Learned Prompt can be generalized 

across different datasets



Visualization of Features and Cluster Assignments 

Cluster # 52

Cluster # 5

Cluster #101

Cluster # 149

High level feature can 

distinguish between various 

types of pets

Cluster levels feature can capture 

more detailed information i.e., 

background and postures



Interpreting the Learned Prompts

A few words is 

related to their 

respective task

Some shared 

words may lead 

to generalization
words

Majority of the words lack coherent meaning: Prompt encode 

meanings beyond the scope of the existing vocabulary



Ablation Study
Context Length

Short context length is better

Long context length may cause overfitting



Ablation Study 
Annotation Budget

Our method still outperform others 

under larger annotation budget setting



Visualization on Selected Samples

More balanced 

Selection
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