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Abstract

We consider finite-horizon Markov Decision Processes where parameters, such as
transition probabilities, are unknown and estimated from data. The popular distri-
butionally robust approach to addressing the parameter uncertainty can sometimes
be overly conservative. In this paper, we propose a new formulation, Bayesian
risk Markov decision process (BR-MDP), to address parameter uncertainty in
MDPs, where a risk functional is applied in nested form to the expected total cost
with respect to the Bayesian posterior distributions of the unknown parameters.
The proposed formulation provides more flexible risk attitudes towards parameter
uncertainty and takes into account the availability of data in future time stages.
To solve the proposed formulation with the conditional value-at-risk (CVaR) risk
functional, we propose an efficient approximation algorithm by deriving an analyti-
cal approximation of the value function and utilizing the convexity of CVaR. We
demonstrate the empirical performance of the BR-MDP formulation and proposed
algorithms on a gambler’s betting problem and an inventory control problem.

1 Introduction

Markov decision process (MDP) is a paradigm for modeling sequential decision making under
uncertainty. From a modeling perspective, some parameters of MDPs are unknown and need to
be estimated from data. In this paper, we consider MDPs where transition probability and cost
parameters are not known. A natural question would be: given a finite and probably small set of data,
how does a decision maker find an “optimal” policy that minimizes the expected total cost under the
uncertain transition probability and cost parameters?

A possible approach that mitigates the parameter uncertainty (also known as epistemic uncertainty)
lies in the framework of distributionally robust MDPs (DR-MDPs, [1]). DR-MDP regards the
unknown parameters as random variables and assumes the associated distributions belong to an
ambiguity set that is constructed from the data. DR-MDP then finds the optimal policy that minimizes
the expected total cost with the parameters following the most adversarial distribution within the
ambiguity set. However, distributionally robust approaches might yield overly conservative solutions
that perform poorly for scenarios that are more likely to happen than the worst case. Moreover, as
pointed out in [2], DR-MDP does not explicitly specify the dynamics of the considered problem in
the sense that the distribution of the unknown parameters does not depend on realizations of the data
process, and therefore is generally not time consistent (we refer the reader to [2] for details on time
consistency).
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In view of the aforementioned drawbacks of DR-MDP, we propose a new formulation named as
Bayesian risk MDP (BR-MDP), to address the parameter uncertainty in MDPs. BR-MDP takes
a similar perspective as Bayesian risk optimization (BRO), which is a new framework proposed
by [3, 4] for static (single stage) optimization. They quantify the parameter uncertainty using a
Bayesian posterior distribution to replace the ambiguity set in DRO, and impose a risk functional on
the objective function with respect to the posterior distribution. To extend to BRO to MDPs and also
ensure time consistency, we propose to use a nested risk functional taken with respect to the process
of Bayesian posterior distributions, where the posterior is updated with all realizations of randomness
up to each time stage. We show the proposed BR-MDP formulation is time consistent, and derive
the corresponding dynamic programming equation with an augmented state that incorporates the
posterior information. The proposed framework works for an offline planning problem, where the
decision maker, after loaded with the learned optimal policy and put to the real environment, acts like
it adapts to the environment.

To solve the proposed BR-MDP formulation, we develop an efficient algorithm by drawing a
connection between BR-MDP and partially observable MDP (POMDP) and utilizing the convexity
of CVaR. The connection between BR-MDP and POMDP is motivated by the observation that the
posterior distribution in BR-MDP is exactly like the belief state (which is the posterior distribution
of the unobserved state given the history of observations) in a POMDP. The optimal value function
of a POMDP (in a minimization problem) can be expressed as an lower envelope of a set of linear
functions (also called α-functions, see [5]). We show a similar α-function representation of the
value function for BR-MDP, where the number of α-functions grow exponentially over time. To
have computationally feasible algorithm, we further derive an analytical approximation of the value
function that keeps a constant number of α-functions over time.

To summarize, the contributions of this paper are two folds. First, we propose a new time-consistent
formulation BR-MDP to handle the parameter uncertainty in MDPs. Second, we propose an efficient
algorithm to solve the proposed formulation with a CVaR risk functional, and the algorithm can be
easily extended to other coherent risk measures (see [6] for an overview on coherent risk measures).

2 Related Literature

One possible approach that mitigates the parameter uncertainty in MDPs lies in the framework of
robust MDPs (e.g. [7, 8, 9, 10, 11]). In robust MDPs, parameters are usually assumed to belong to a
known set referred to as the ambiguity set, and the optimal decisions are chosen according to their
performance under the worst possible parameter realizations within the ambiguity set. [1] further
extends the distributionally robust approach to MDPs (DR-MDPs) with parameter uncertainty and uti-
lizes the probabilistic information of the unknown parameters. Different from all the aforementioned
works, we take a Bayesian perspective in the BR-MDP formulation and seek a trade-off between the
posterior expected performance and the robustness in the actual performance.

It is worth noting that applying the Bayesian approach to MDPs has been considered in [12], which
proposes a Bayes-adaptive MDP (BAMDP) formulation with an augmented state composed of the
underlying MDP state and the posterior distribution of the unknown parameters. In BAMDP, each
transition probability is treated as an unknown parameter associated with a Dirichlet prior distribution,
and an expectation is taken with respect to the Dirichlet posterior on the expected total cost. In
contrast, our BR-MDP formulation imposes a risk functional, taken with respect to the posterior
distribution (which could be chosen as Dirichlet distribution but is more general), on the expected
total cost in a nested form. On a related note, risk-averse decision making has been widely studied in
MDPs. Apart from the robust MDPs that address the parameter uncertainty, risk-sensitive MDPs (e.g.
[13, 14, 15, 16]) address the intrinsic uncertainty (also known as aleatoric uncertainty) that is due
to the inherent stochasticity of the underlying MDP, by replacing the risk-neutral expectation (with
respect to the state transition) by general risk measures, such as conditional value-at-risk (CVaR, see
[17]). Most of the existing literature on risk-sensitive MDPs consider a static risk functional applied
to the total return (e.g. [18, 19, 20, 21]). There are two recent works closely related to ours, both of
which apply a risk functional to BAMDP. Specifically, [22] formulates the risk-sensitive planning
problem as a two-player zero-sum game and then applies a static risk functional to the expected total
cost, which adds robustness to the incorrect priors over model parameters; [23] optimizes a CVaR risk
functional over the total cost and simultaneously addresses both epistemic and aleatoric uncertainty.
In contrast, we consider a nested risk functional due to the time consistency consideration discussed
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in previous section. Also note that our problem setting relies on partial knowledge of the model (state
transition equation, cost function etc.) and works in an offline planning setting with no interaction
with the environment, and hence is different from Bayesian reinforcement learning (e.g. [24, 25]).

3 Preliminaries and Problem Formulation

3.1 Preliminaries: BRO and CVaR

Bayesian risk optimization (BRO, see [3, 4]) considers a general stochastic optimization problem:
minx EPc [h(x, ξ)], where x is the decision vector, ξ is a random vector with distribution Pc, h is
a deterministic cost function. The true distribution Pc is rarely known in practice and often needs
to be estimated from data. It is very likely that the solution obtained from solving an estimated
model performs badly under the true model. To avoid such a scenario, BRO seeks robustness in
the actual performance by imposing a risk functional to the expected cost function and solving the
following problem: minx ρPn {EPθ

[h(x, ξ)]}, where ρ is a risk functional, and Pn is the posterior
distribution of θ after observing n data points. It is assumed that the unknown distribution Pc belongs
to a parametric family {Pθ|θ ∈ Θ}, where Θ is the parameter space and θc ∈ Θ is the unknown true
parameter value. Taking a Bayesian perspective, θc is viewed as a realization of a random vector θ.

In particular, conditional value-at-risk (CVaR), a common coherent risk measure (see [6]), is con-
sidered for the risk functional. For a random variable X defined on a probability space (Ω,F ,P),
value-at-risk VaRα(X) is defined as the α-quantile of X , i.e., VaRα(X) := inf{t : P(X ≤ t) ≥ α},
where the confidence level α ∈ (0, 1). Assuming there is no probability atom at VaRα(X), CVaR
at confidence level α is defined as the mean of the α-tail distribution of X , i.e., CVaRα(X) =
E [X | X ≥ VaRα(X)]. It is shown in [17] that CVaR can be written as a convex optimization:

CVaRα(X) = min
u∈R

{
u+

1

1− α
E
[
(X − u)+

]}
, (1)

where (·)+ stands for max(0, ·).

3.2 New formulation: Bayesian risk MDPs (BR-MDPs)

Consider a finite-horizon MDP defined as (S,A,P, C), where S is the state space, A is the action
space, P is the transition probability with P(st+1|st, at) denoting the probability of transitioning to
state st+1 from state st when action at is taken, C is the cost function with Ct(st, at, st+1) denoting
the cost at time stage t when action at is taken and state transitions from st to st+1. A Markovian
deterministic policy π is a function mapping from S to A. Given an initial state s0, the goal is to
find an optimal policy that minimizes the expected total cost: min

π
Eπ,P,C

[∑T−1
t=0 Ct (st, at, st+1)

]
,

where Eπ,P,C is the expectation with policy π when the transition probability is P and the cost is C.
In practice, P and C are often unknown and estimated from data.

To deal with the parameter uncertainty in MDPs, we propose a new formulation, Bayesian risk
MDP (BR-MDP), by extending BRO in static optimization to MDPs. We assume the state transition
is specified by the state equation st+1 = gt(st, at, ξt) with a known transition function gt, which
involves state st ∈ S ⊆ Rs, action at ∈ A ⊆ Ra, and randomness ξt ∈ Ξ ⊆ Rk, where
s, a, k are the dimensions of the state, action, and randomness, respectively. We assume {ξt, t =
0, · · · , T − 1} are independent and identically distributed (i.i.d.). Note that the state equation
together with the distribution of ξt uniquely determines the transition probability of the MDP, i.e.,
P(st+1 ∈ S′|st, at) = P({ξt ∈ Ξ : gt(st, at, ξt) ∈ S′}|st, at), where S′ is a measurable set in S.
We refer the readers to Chapter 3.5 in [26] for the equivalence between stochastic optimal control and
MDP formulation. We use the representation of state equations instead of transition probabilities in
MDPs, for the purpose of decoupling the randomness and the policy, leading to a cleaner formulation
in the nested form. We assume the distribution of ξt, denoted by f(·; θc), belongs to a parametric
family {f(·; θ)|θ ∈ Θ}, where Θ ⊆ Rd is the parameter space, d is the dimension of the parameter
θ, and θc ∈ Θ is the true but unknown parameter value. The parametric assumption is satisfied in
many problems; for example, in inventory control the customer demand is often assumed to follow
a Poisson process (see [27]) with unknown arrival rate. The cost at time stage t is assumed to be a
function of state st, action at, and randomness ξt, i.e., Ct(st, at, ξt).
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We start with a prior distribution µ0 over the parameter space Θ, which captures the initial uncertainty
in the parameter estimate from an initial data set and can also incorporate expert opinion. Then given
an observed realization of the data process, we update the posterior distribution µt according to the
Bayes’ rule. Let the policy be a sequence of mappings from state st and posterior µt to the action
space, i.e., π = {πt|πt : S ×Mt → A, t = 0, · · · , T − 1}, whereMt is the space of posterior
distributions at time stage t. Now we present the BR-MDP formulation below.

min
π

ρµ0Ef(·;θ0)
[
C0(s0, a0, ξ0) + · · ·+ ρµT−1Ef(·;θT−1) [CT−1(sT−1, aT−1, ξT−1) + CT (sT )]

]
(2)

s.t. st+1 = gt(st, at, ξt), t = 0, · · · , T − 1; (3)

µt+1(θ) =
µt(θ)f (ξt; θ)∫

Θ
µt(θ)f (ξt; θ) dθ

, t = 0, · · · , T − 1, (4)

where at = πt(st, µt), θt is a random vector following distribution µt, Ef(·;θt) denotes the expectation
with respect to ξt ∼ f(·; θt) conditional on θt, and ρµt

denotes a risk functional with respect to
θt ∼ µt. We assume the last-stage cost only depends on the state, hence denoted by CT (sT ).
Equation (3) is the transition of the state st, and without loss of generality we assume the initial state
s0 takes a deterministic value. Equation (4) is the updating of the posterior µt given the prior µ0.

3.3 Time consistency and dynamic programming

It is important to note that the BR-MDP formulation (2) takes a nested form of the risk functional. A
primary motivation for considering such nested risk functional is the issue of time consistency (see
[28, 29, 30, 2]), which means that the optimal policy solved at time stage 0 is still optimal for any
remaining time stage t ≥ 1 with respect to the conditional risk functional, even when the realization
of the randomness ξt is revealed up to that time stage. In contrast, optimizing a static risk functional
can lead to “time-inconsistent” behavior, where the optimal policy at the current time stage can
become suboptimal in the next time stage simply because a new piece of information is revealed (see
[28, 29]).

To illustrate, consider the simple case of a three-stage problem where the risk functional ρ is CVaR
with confidence level α. Our BR-MDP solves a nested formulation

min
a0,a1

ρµ0Ef(·;θ0)[C0(s0, a0, ξ0) + ρµ1Ef(·;θ1)[C1(s1, a1, ξ1) + C2(s2)]]

while the non-nested counterpart solves

min
a0,a1

ρµ0E[C0(s0, a0, ξ0) + C1(s1, a1, ξ1) + C2(s2)],

where the expectation is taken with respect to (w.r.t.) the joint distribution of ξ0 and ξ1, and the static
risk functional is applied to the total cost. Then we have the following relation between the two
formulations:

ρµ0Ef(·;θ0)[C0(s0, a0, ξ0) + ρµ1Ef(·;θ1)[C1(s1, a1, ξ1) + C2(s2)]]

≥ ρµ0Ef(·;θ0)[C0(s0, a0, ξ0) + Eξ1|ξ0C1(s1, a1, ξ1) + C2(s2)]

= ρµ0E[C0(s0, a0, ξ0) + C1(s1, a1, ξ1) + C2(s2)],

where the inequality is justified by CVaR being the right tail average of the distribution, and the
equality follows from the tower property of conditional expectation. The upper bound is used to show
that the static risk functional always yields a higher total expect cost than the nested risk functional,
illustrating the benefit of nested risk functional which originates from time consistency.

Another drawback of the static formulation for a general risk functional is the lack of dynamic
programming equation. In particular, [2] points out that for the static formulation, the derivation of the
dynamic programming equation is based on the interchangeability principle and the decomposability
property of the risk functional, where such decomposability property holds only for expectation and
max-type risk functionals. On the other hand, for our nested formulation (2), the corresponding
dynamic programming equation is easily obtained as follows:

V ∗
t (st, µt) = min

at∈A
ρµtEf(·;θt)

[
Ct(st, at, ξt) + V ∗

t+1(st+1, µt+1)|st, µt, at
]
,∀st, µt, (5)

where st and µt follow equation (3) and (4), respectively. Therefore, our BR-MDP formulation
provides a time-consistent risk-averse framework to deal with epistemic uncertainty in MDPs. The
exact dynamic programming is summarized in Algorithm 1, for benchmark purpose.
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Algorithm 1: Exact dynamic programming for finite-horizon BR-MDPs.
input: finite horizon T , initial state s0, prior distribution µ0;
output: optimal value function V ∗

0 (s0, µ0) and corresponding optimal policy π∗;
set V ∗

T (sT , µT ) = CT (sT ),∀(sT , µT ) ∈ S ×Mt;
for t← T − 1 to 0 do

for each (st, µt) ∈ S ×Mt do
solve dynamic programming equation (5);
set π∗

t (st, µt) := a∗t , where a∗t attains V ∗
t (st, µt);

end
end

4 An Analytical Approximate Solution to BR-MDPs

Although the exact dynamic programming works for a general risk functional, there are two challenges
to carry it out. First, the expectation and the risk functional are generally impossible to compute
analytically and estimation by (nested) Monte Carlo simulation can be computationally expensive.
Second, the update of the posterior distribution µt does not have a closed form in general and often
results in an infinite-dimensional posterior. We circumvent the latter difficulty by using conjugate
families of distributions (see Chapter 5 in [31]), where the posterior distribution falls into the same
parametric family as the prior distribution, and thus maintain the dimensionality of the posterior to be
the finite (and often small) dimension of the parameter space of the conjugate distribution. However,
the posterior parameters usually take continuous values and hence BR-MDP with the augmented state
(s, µ) is a continuous-state MDP. We note that this continuous-state MDP resembles a belief-MDP,
which is the equivalent transformation of a POMDP by regarding the posterior distribution of the
unobserved state as a (belief) state (see [32]), and our posterior distribution µt is just like the belief
state in POMDP in the sense that both are posterior distributions updated via Baye’s rule. This
observation motivates our algorithm development in this section.

Specifically, we derive an efficient approximation algorithm for the BR-MDP with the risk functional
CVaR. The main idea is that for CVaR, once we know the variable u in (1), it is reduced to an
expectation of a convex function. If there is a way to approximate the value function for a given
u, we can utilize the convexity of CVaR and apply gradient descent to solve for u. Hence, we
proceed by first deriving the approximate value function for a fixed u and time stage. Similar to
POMDP whose value function can be represented by a set of so-called α-functions, we first show an
α-function representation of the value function in BR-MDP, and then derive the approximate value
function based on this representation. All proofs of the propositions/theorems below can be found in
Appendix.

4.1 α-function representation of the value function

By the definition of CVaR (see (1)) with a confidence level α, we can rewrite the dynamic program-
ming equation (5) for the BR-MDP as:

V ∗
t (st, µt) = min

at∈A
ut∈R

{
ut +

1

1− α

∫
Θ

µt(θ)

(∫
Ξ

f(ξ; θ) (Ct(st, at, ξ) + V ∗
t+1(st+1, µt+1)) dξ − ut

)+

dθ

}
,

(6)

where we assume that ξ and θ take continuous values, and the integration can be numerically
approximated by Monte Carlo sampling. If ξ and θ are discrete, the integral can be replaced by
summation. The next proposition shows that the optimal value function corresponds to the lower
envelope of a set of α-functions.
Proposition 4.1 (α-function representation). The optimal value function in (6) can be represented by
the lower envelope of a set of α-functions denoted by Γt = {αt}at∈A, i.e.,

V ∗
t (st, µt) = min

αt∈Γt

∫
Θ

αt(st, θ)µt(θ)dθ,

where αt(st, θ) = ut+
1

1−α

(∫
Ξ
f(ξ; θ)

(
Ct(st, at, ξ) + minαt+1

∫
Θ
αt+1(st+1, θ)

µt(θ)f(ξ;θ)∫
Θ µt(θ)f(ξ;θ)dθ

dθ
)
dξ − ut

)+

.
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Note that there is a major distinction between the α-function representations of a POMDP and a
BR-MDP: the optimal value function in the risk-neutral POMDP is piecewise linear and convex in
the belief state (see [5]), whereas the optimal value function in BR-MDP is no longer piecewise linear
in the posterior due to the (·)+ operator in CVaR. In addition, it is computationally impossible to
obtain the α-functions except for the last time stage. Specifically, denote the cardinality of the αt+1

set as |Γt+1|. Note that for each realization of ξ there are |Γt+1| candidates for the minimizer α∗(ξ)
t+1 ,

which attains the minimum of
∫
Θ
αt+1(st+1, θ)

µt(θ)f(ξ;θ)∫
Θ

µt(θ)f(ξ;θ)dθ
dθ. There are a total of |A||Γt+1||Ξ|

candidates for Γt, let alone the optimization over ut. To deal with the difficulty in computing the
α-functions in POMDPs, [33] proposes several approximation algorithms, and later [34] extends the
analysis to a continuous-state optimal stopping problem by applying Jensen’s inequality to the exact
value iteration in different ways and obtains a more computationally efficient approximation to the
optimal value function. Inspired by these works, we derive an approximation approach next.

4.2 α-function approximation

In this section, we derive the α-function approximation for a fixed vector (u0, u1, · · · , uT−1).
Without loss of generality, we assume the cost function at each time stage is non-negative
(otherwise add a large constant to the cost at each time stage). For ease of exposition,
we rewrite (6) as V ∗

t (st, µt) = minat∈A,ut∈R Q∗
t (st, µt, at, ut), where Q∗

t (st, µt, at, ut) =

ut +
1

1−α

∫
Θ
µt(θ)

(∫
Ξ
f(ξ; θ)

(
Ct(st, at, ξ) + V ∗

t+1(st+1, µt+1)
)
dξ − ut

)+
dθ. Let Vt(st, µt) :=

minat
Q∗

t (st, µt, at, ut) be the “optimal” value function for a given ut. Let V t(st, µt) :=
minαt∈Γt

∫
Θ
αt(st, θ)µt(θ)dθ, where Γt = {αt}at∈A and

αt(st, θ) = ut +
1

1− α

∫
Ξ

(
Ct(st, at, ξ)f(ξ; θ)− ut + min

αt+1

αt+1(st+1, θ)f(ξ; θ)

)
dξ.

V t(st, µt) serves as a lower bound for Vt(st, µt) (see Proposition 4.2), and is similar to the fast
informed bound in POMDPs (see [33]). Note that the set Γt has a constant cardinality of |A|.
However, it involves a minimum within an integral, which can be hard to compute numerically. Also,
the lower bound is loose in the sense that it could be negative, while the true CVaR value is always
non-negative (due to the non-negative cost). Next, let V̄t(st, µt) := minᾱt∈Γ̄t

∫
Θ
ᾱt(st, θ)µt(θ)dθ,

where Γ̄t = {ᾱt}at∈A and

ᾱt(st, θ) = ut +
1

1− α

(∫
Ξ

Ct(st, at, ξ)f(ξ; θ)dξ − ut

)+

+
1

1− α

∫
Ξ

αt+1(st+1, θ)f(ξ; θ)dξ.

V̄t(st, µt) serves as an upper bound for Vt(st, µt) (see Proposition 4.2), and is similar to the unob-
servable MDP bound in POMDPs (see [33]), obtained by discarding all observations available to
the decision maker. Suppose the cardinality at time stage t+ 1 is |Γ̄t+1|, then Γ̄t has a total number
of |A||Γ̄t+1| candidates. In the following, we derive another approximate value function Ṽt that is
bounded by V t and V̄t, and is at least better than one of the above bounds. It keeps a constant number
|A| of α-functions at each time stage, thus drastically reducing the computational complexity. Let
Ṽt(st, µt) := minα̃t∈Γ̃t

∫
Θ
α̃t(st, θ)µt(θ)dθ, where Γ̃t = {α̃t}at∈A and

α̃t(st, θ) = ut +
1

1− α

(∫
Ξ

Ct(st, at, ξ)f(ξ; θ)dξ − ut + min
αt+1

∫
Ξ

αt+1(st+1, θ)f(ξ; θ)dξ

)+

.

(7)

Proposition 4.2. For all t < T and any given ut ∈ R, the following inequalities hold:

V t(st, µt) ≤ Ṽt(st, µt) ≤ V̄t(st, µt), V t(st, µt) ≤ Vt(st, µt) ≤ V̄t(st, µt).

To have an implementable algorithm, we need to use the approximate updating of α-functions
iteratively and replace the true α-functions at the t + 1 time stage in (7) by the approximate α̃-
functions from the previous iteration. It is clear that the iterative approximations preserve the
directions of the inequalities. Define ut: := (ut, · · · , uT−1). The approximate value function
at time stage t for a given ut: is given by Ṽt(st, µt, ut:) = minα̃t∈Γ̃t

∫
Θ
α̃t(st, θ)µt(θ)dθ, where

Γ̃t = {α̃t}at∈A and
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α̃t(st, θ) = ut +
1

1− α

(∫
Ξ

Ct(st, at, ξ)f(ξ; θ)dξ − ut + min
α̃t+1

∫
Ξ

α̃t+1(st+1, θ)f(ξ; θ)dξ

)+

. (8)

4.3 Approximate dynamic programming with gradient descent

In this section, we incorporate α-function approximation with gradient descent on (u0, u1, · · · , uT−1)
based on the convexity of the approximate value function w.r.t. (u0, u1, · · · , uT−1), as formally
shown in the theorem below.
Theorem 4.3. Suppose the cost function Ct(s, a, ξ) is jointly convex in (s, a) for any fixed ξ, and the
state transition function gt(s, a, ξ) is jointly convex in (s, a) for any fixed ξ. Then the approximate
value function Ṽt(st, µt, ut:) is convex in ut:, for all t < T .

The jointly convex assumption in Theorem 4.3 is common for gradient-based algorithms for solving
multi-stage decision making problems (e.g. [35]). It is satisfied in many real-world problems such as
inventory control (e.g. [36]) and portfolio optimization (e.g. [37]). We present the full algorithm in
Algorithm 2.

Algorithm 2: Approximate dynamic programming for finite-horizon CVaR BR-MDPs.
input: finite horizon T , initial state s0, prior distribution µ0, initial vector
u0 = (u0

0, u
0
1, · · · , u0

T−1), gradient descent step size ηk for k = 0, 1, · · · ;
initialization: set α̃T (sT , θ) = CT (sT ),∀sT ∈ S,∀θ ∈ Θ; set k = 0.
while some stopping criterion is met do

for t← T − 1 to 0 do
for each action at ∈ A, compute α̃t(st, θ) according to (8);

end
approximate the value function Ṽ0(s0, µ0, u

k) := minα̃0

∫
Θ
α̃0(s0, θ)µ0(θ)dθ;

compute the gradient ∂Ṽ0

∂uk , update the vector uk+1 = uk − ηk
∂Ṽ0

∂uk , set k = k + 1.
end
output the approximate value function Ṽ0(s0, µ0, u

k) and the optimal policy
π̃t(st, µt) := argminat∈A

∫
Θ
α̃t(st, at, θ)µt(θ)dθ.

Note that in Algorithm 2, when applying the gradient descent, we need to compute the gradient of the
approximate value function w.r.t. the vector (u0, u1, · · · , uT−1). For ∂Ṽ0

∂u0
, we have

∂Ṽ0

∂u0
=

∫
Θ

(
1− 1

1− α
1

{∫
Ξ

C0(s0, ã
∗
0, ξ)f(ξ; θ)dξ − u0 +min

α̃1

∫
Ξ

α̃1(s1, θ)f(ξ; θ)dξ ≥ 0

})
µ0(θ)dθ,

where ã∗0 = argmina0∈A
∫
Θ
α̃0(s0, θ)µ0(θ)dθ. For ∂Ṽ0

∂ut
, t = 1, · · · , T − 1, we have

∂Ṽ0

∂ut
=

∫
Θ

1

1− α
1

{∫
Ξ

C0(s0, ã∗0, ξ)f(ξ; θ)dξ − u0 +min
α̃1

∫
Ξ

α̃1(s1, θ)f(ξ; θ)dξ ≥ 0

}
·
[∫

Ξ

∂α̃1

∂ut
f(ξ; θ)dξ

]
µ0(θ)dθ,

where ∂α̃l

∂ut
can be computed recursively from ∂α̃l+1

∂ut
for l = 1, · · · , t− 1.

The approximate value function output by Algorithm 2 provides an upper bound on the optimal value
function, which is shown in the theorem below.

Theorem 4.4. minut:
Ṽt(st, µt, ut:) is an upper bound for the optimal value function V ∗

t (st, µt).

Even though the approximate value function is an upper bound on the optimal value function, we
will later show in the numerical experiments that the gap between these two is small. As a final note,
even though we develop the algorithm for the risk functional CVaR, it can be extended easily to other
coherent risk measures. Consider a class of coherent risk measures which can be represented in the
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following parametric form R(Z) := infλ∈Λ E[Ψ(Z, λ)], where Ψ : R × Λ → R is a real-valued
function and Ψ(z, λ) is convex in (z, λ). CVaR is an example of such coherent risk measure. As
another example, consider the following coherent risk measure based on Kullback–Leibler divergence
[38], which is also an example given in [35]. Here the risk functional takes the form

Rϵ(Z) = inf
γ,λ>0

{
λϵ+ γ + λe−γ/λE

[
eZ/λ

]
− λ

}
,

where ϵ is the user-defined ambiguity set size. It can be easily checked that this coherent risk measure
takes the required formR(Z) := infλ∈Λ E[Ψ(Z, λ)], for some λ and Ψ function. We can write the
dynamic programming equation for the BR-MDP with the above coherent risk measure as:

V ∗
t (st, µt) = min

at∈A
λt∈Λ

{∫
Θ

µt(θ)Ψ(

∫
Ξ

f(ξ; θ)
(
Ct(st, at, ξ) + V ∗

t+1(st+1, µt+1)
)
dξ, λt)dθ

}
.

Following the same procedure, we can use α-function to represent the value function, apply the same
technique to approximate the α-functions for a given vector λ0, · · · , λT−1, and then apply gradient
descent on the approximate value function. The convergence is guaranteed due to the convexity.
Since the derivation of α-function representation and approximation (obtained by applying Jensen’s
inequality) are essentially the same, we omit the full procedures.

5 Numerical experiments

We illustrate the performance of our proposed formulation and algorithms with two offline planning
problems.

(1) Gambler’s betting problem. Consider a gambler betting in the casino with initial money
of s0. At each time stage the gambler chooses how much to bet from a set {0, 1, 2, 3, 5}.
The gambler bets for T = 6 rounds. The cost at each time stage is −a · ξ, where a stands
for action of how much to bet, ξ = 2 stands for a win, ξ = −1 stands for a loss, and the
winning rate θc = P(ξ = 2) is unknown. We add a constant c = 10 to make the adjusted
cost c− a · ξ non-negative to run our algorithm (since the algorithm requires non-negative
stage-wise cost), and then subtract cT from the resultant total adjusted cost to recover the
total cost. The data set consists of historical betting records with size N .

(2) Inventory control problem. Consider a warehouse manager with initial inventory level s0.
At each time stage the manager chooses how much to replenish from the set {0, 1, · · · ,M −
s}, where M = 15 is the storage capacity. The customer demand is a random variable ξ
following a Poisson distribution with parameter θc truncated below MC = 20, which is
the maximal customer demand the warehouse can handle. The state transition is given by
st+1 = max(st + at − ξt, 0), the cost function is given by Ct(st, at, ξt) = ht ·max(st +
at − ξt, 0) + pt ·max(ξt − st − at, 0), where ht is the holding cost and pt is the penalty
cost. The final stage cost is set to 0 for simplicity. The manager has to plan for T = 6 time
stages. The data set consists of historical customer demands with size N .

We compare the following approaches.

(1) BR-MDP (e.): exact dynamic programming (Algorithm 1), where the state st and µt are
discretized to a fine grid to carry out the dynamic programming (see Appendix for details).

(2) BR-MDP (a.): approximate dynamic programming (Algorithm 2).
(3) Nominal: maximal likelihood estimation (MLE) estimator θMLE is computed from the given

data, and then a policy is obtained by solving the MDP with parameter θMLE.
(4) DR-MDP: distributionally robust MDP presented in [1].

For each of the considered approaches, we obtain the corresponding optimal policy for a same data
set, and then evaluate the actual performance of the obtained policy on the true system, i.e., MDP
with the true parameter θc. This is referred to as one replication, and we repeat the experiments for
100 replications on different independent data sets. Results for the gambler’s betting problem can be
found in Table 1a, Table 2, Figure 1a and Figure 1b. Results for the inventory control problem can be
found in Table 1b.
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Table 1: Average time to solve each formulation, mean and variance of actual performance of the
solved policy on 100 replications. Data size N = 10.

Approach θc = 0.45 θc = 0.55
time(s) mean variance mean variance

BR-MDP (e., α = 0.4) 65.52 -8.82 9.92 -17.83 8.24
BR-MDP (a., α = 0.4) 5.02 -8.26 11.42 -17.16 6.50

Nominal 0.74 -6.30 26.46 -17.95 34.22
BR-MDP (e., α = 1) 67.83 -2.38 7.02 -4.25 4.49

DR-MDP 0.69 0.00 0.00 0.00 0.00

(a) Betting problem.

θc = 12
time(s) mean variance
2951.12 81.63 5.15
224.57 83.55 12.82

2.58 84.44 54.17
2947.20 83.25 3.46

2.44 99.77 0.00

(b) Inventory problem.

Table 2: Mean and variance of actual performance in the betting problem. Data size N varies from 5,
10, to 100. Experiments are run on 100 replications.

Approach
θc = 0.45 θc = 0.55

N = 5 N = 10 N = 100 N = 5 N = 10 N = 100
mean variance mean variance mean variance mean variance mean variance mean variance

BR-MDP (e., α = 0.4) -7.83 14.67 -8.82 9.92 -9.26 7.51 -16.27 15.05 -17.83 8.24 -18.12 5.90
BR-MDP (a., α = 0.4) -7.21 15.44 -8.26 11.42 -9.13 7.73 -16.12 15.52 -17.16 6.50 -17.89 6.20

Nominal -5.88 54.12 -6.30 26.46 -9.45 9.92 -15.85 46.92 -17.95 34.22 -18.25 6.92
BR-MDP (e., α = 1) -2.12 6.66 -2.38 7.02 -1.15 3.42 -3.65 8.35 -4.25 4.49 -1.36 2.46

DR-MDP -0.10 1.09 0.00 0.00 0.00 0.00 -0.12 1.31 0.00 0.00 0.00 0.00

Table 1 reports the average computation time to obtain the optimal policy and the mean and variance
of the actual performance of the obtained policy over the 100 replications. Table 2 reports the actual
performance of different formulations over 100 replications with different data size N = 5, 10, 100.
We have the following observations.

(1) Robustness of BR-MDP: BR-MDP is the most robust in the sense of balancing the mean
(smaller mean cost) and variability (smaller variance) of the actual performance of its
solution. In contrast, the nominal approach has much larger variance, especially when the
data size is small, indicating it is not robust against parameter uncertainty. On the other
hand, DR-MDP is overly conservative since the variance of actual performance is 0 and the
mean is the largest (i.e., the worst) among all approaches. This conservativeness is often not
desirable: for example, in the betting problem, DR-MDP always chooses the conservative
action “not bet”, which is obviously not optimal when θc (probability of winning) is large
and the goal is to minimize the expected cost.

(2) Efficiency of the approximation algorithm for BR-MDP: the computation time of the
approximation algorithm for BR-MDP is less than 1/10 of that of the exact algorithm, while
the performance (mean, variance) is not much different.

(3) Larger data size reduces parameter uncertainty: as expected, as we have more data,
the uncertainty about model parameters reduces. Hence, the benefit of considering future
data realization in BR-MDP decreases compared to the nominal approach, resulting in their
similar performance when the data size is large (N = 100 in our examples). The reason is
that both the posterior distribution (used in BR-MDP) and the MLE estimator (used in the
nominal approach ) converge to the true parameter as data size goes to infinity.

Figure 1a shows the histogram of actual performance over 100 replications for the nominal approach
and CVaR BR-MDP (exact) with different confidence levels α = 0.1, 0.5, 0.99 under θc = 0.45. We
have the following observations combining Table 1 and Figure 1a:

(1) Robustness of BR-MDP: BR-MDP (both exact and approximate) produce more consistent
solution performance across a wide range of input data compared to the nominal approach,
which can be seen from the smaller variance in Table 1 and more concentrated distribution
of the actual performance in Figure 1a.

(2) Benefit of learning from future data realization (time consistency): Figure 1a shows
that in the betting problem with θc = 0.45, the nominal approach has 40 replications where
MLE estimator θMLE < 0.33 and the gambler chooses not to bet, which is not the optimal
action. In contrast, BR-MDP formulation learns from the future data realization and updates
its posterior distribution on θ. As a result, in those 40 replications, the gambler initially
chooses not to bet, but after some time chooses to bet, which results in the left-shift of
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(a) Histogram of actual performance over 100 replica-
tions for CVaR BR-MDP (exact) with different α.

(b) Value functions of CVaR BR-MDP (exact and
approx) under different priors.

the actual performance distribution. This illustrates time consistency (or in other words,
adaptivity to the data process) of our BR-MDP formulation. This illustration is even more
evident by the comparison between DR-MDP and BR-MDP with α = 1 (CVaR with α = 1
corresponds to the worst-case measure), where the only difference is that BR-MDP takes a
nested form of risk functional while DR-MDP uses a static one.

(3) Effect of risk level: risk level α affects the conservativeness of BR-MDP; as α increases,
the gambler is more likely to take a conservative action (which is not to bet), so the actual
performance distribution will shift more to the right.

(4) Effectiveness of the approximation algorithm for BR-MDP: Figure 1b plots the value
function V ∗

0 (s0, µ0) of BR-MDP (exact) and Ṽ ∗
0 (s0, µ0) of BR-MDP (approx) under differ-

ent prior distributions µ0 with θc = 0.45, verifying Theorem 4.4 that Ṽ ∗
0 (s0, µ0) is indeed

an upper bound for V ∗
0 (s0, µ0) but the difference between these two is small.

6 Conclusion

In this paper, we propose a new formulation, coined as Bayesian Risk MDP (BR-MDP), to provide
robustness against parameter uncertainty in MDPs. BR-MDP is a time-consistent formulation with a
dynamic risk functional that seeks the trade-off between the posterior expected performance and the
robustness in the actual performance. For finite-horizon BR-MDP with the CVaR risk functional,
we develop an efficient approximation algorithm by drawing a connection between BR-MDPs and
POMDPs and deriving an approximate alpha-function representation that remains a low computational
cost. Our experiment results demonstrate the efficiency of the proposed approximate algorithm, and
show the robustness and the adaptivity to future data realization of the BR-MDP formulation.

One of the limitations of our work is the parametric assumption on the distribution of randomness. In
the future work, we wish to extend the BR-MDP formulation to non-parametric Bayesian setting, and
evaluate the performance of the proposed formulation and algorithm on real-world data sets in more
challenging problems. In addition, the proposed alpha-function approximation algorithm provides an
upper bound of the exact value, while there is no theoretical guarantee on the gap between the two. In
future we will develop more efficient approximation algorithms with a convergence guarantee, such as
methods based on stochastic dual dynamic programming. There are also other interesting directions,
such as extending the BR-MDP formulation to an infinite horizon problem and utilizing function
approximation to improve the scalability of the proposed approach to more complex domains.
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[14] Andrzej Ruszczyński. Risk-averse dynamic programming for markov decision processes. Mathematical
programming, 125(2):235–261, 2010.

[15] Marek Petrik and Dharmashankar Subramanian. An approximate solution method for large risk-averse
markov decision processes. In Nando de Freitas and Kevin Murphy, editors, Proceedings of the Twenty-
Eighth Conference on Uncertainty in Artificial Intelligence, page 805–814, 2012.

[16] Takayuki Osogami. Robustness and risk-sensitivity in markov decision processes. In F. Pereira, C. J. C.
Burges, L. Bottou, and K. Q. Weinberger, editors, Proceedings of the 25th International Conference on
Neural Information Processing Systems, 2012.

[17] R. Tyrrell Rockafellar and Stanislav Uryasev. Optimization of conditional value-at-risk. Journal of Risk, 2:
21–41, 2000.

[18] Nicole Bäuerle and Jonathan Ott. Markov decision processes with average-value-at-risk criteria. Mathe-
matical Methods of Operations Research, 74(3):361–379, 2011.

[19] Yinlam Chow and Mohammad Ghavamzadeh. Algorithms for cvar optimization in mdps. In Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, editors, Proceedings of the 27th International
Conference on Neural Information Processing Systems, 2014.

[20] William B Haskell and Rahul Jain. A convex analytic approach to risk-aware markov decision processes.
SIAM Journal on Control and Optimization, 53(3):1569–1598, 2015.

11



[21] Yinlam Chow, Aviv Tamar, Shie Mannor, and Marco Pavone. Risk-sensitive and robust decision-making: a
cvar optimization approach. In C. Cortes, D. D. Lee, M. Sugiyama, and R. Garnett, editors, Proceedings of
the 28th International Conference on Neural Information Processing Systems, 2015.

[22] Apoorva Sharma, James Harrison, Matthew Tsao, and Marco Pavone. Robust and adaptive planning under
model uncertainty. In Pradeep Varakantham Akshat Kumar, Sylvie Thiébaux and William Yeoh, editors,
Proceedings of the 29th International Conference on Automated Planning and Scheduling, pages 410–418,
2019.

[23] Marc Rigter, Bruno Lacerda, and Nick Hawes. Risk-averse bayes-adaptive reinforcement learning. In
M. Ranzato, A. Beygelzimer, Y. Dauphin, P.S. Liang, and J. Wortman Vaughan, editors, Proceedings of the
34th International Conference on Neural Information Processing Systems, pages 1142–1154, 2021.

[24] Mahdi Imani, Seyede Fatemeh Ghoreishi, and Ulisses M. Braga-Neto. Bayesian control of large mdps
with unknown dynamics in data-poor environments. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman,
N. Cesa-Bianchi, and R. Garnett, editors, Proceedings of the 31th International Conference on Neural
Information Processing Systems, 2018.

[25] Esther Derman, Daniel Mankowitz, Timothy Mann, and Shie Mannor. A bayesian approach to robust
reinforcement learning. In Proceedings of The 35th Uncertainty in Artificial Intelligence Conference, pages
648–658, 2020.

[26] Martin L Puterman. Markov decision processes: discrete stochastic dynamic programming. John Wiley &
Sons, 2014.

[27] Guillermo Gallego and Garrett Van Ryzin. Optimal dynamic pricing of inventories with stochastic demand
over finite horizons. Management science, 40(8):999–1020, 1994.

[28] Takayuki Osogami and Tetsuro Morimura. Time-consistency of optimization problems. In Jörg Hoffmann
and Bart Selman, editors, Proceedings of the 26th AAAI Conference on Artificial Intelligence, page
1945–1951, 2012.

[29] Dan A Iancu, Marek Petrik, and Dharmashankar Subramanian. Tight approximations of dynamic risk
measures. Mathematics of Operations Research, 40(3):655–682, 2015.

[30] Aviv Tamar, Yinlam Chow, Mohammad Ghavamzadeh, and Shie Mannor. Policy gradient for coherent
risk measures. In C. Cortes, D. D. Lee, M. Sugiyama, and R. Garnett, editors, Proceedings of the 28th
International Conference on Neural Information Processing Systems, 2015.

[31] Robert Schlaifer and Howard Raiffa. Applied statistical decision theory. Springer Science & Business
Media, 1961.

[32] Dimitri P Bertsekas. Dynamic programming and optimal control: Vol. 1. Athena scientific, 2000.

[33] Milos Hauskrecht. Value-function approximations for partially observable markov decision processes.
Journal of artificial intelligence research, 13:33–94, 2000.

[34] Enlu Zhou. Optimal stopping under partial observation: Near-value iteration. IEEE Transactions on
Automatic Control, 58(2):500–506, 2013.

[35] Vincent Guigues, Alexander Shapiro, and Yi Cheng. Risk-averse stochastic optimal control: an efficiently
computable statistical upper bound, 2021.

[36] Hyeong Soo Chang, Michael C Fu, Jiaqiao Hu, and Steven I Marcus. An adaptive sampling algorithm for
solving markov decision processes. Operations Research, 53(1):126–139, 2005.

[37] Elad Hazan et al. Introduction to online convex optimization. Foundations and Trends in Optimization, 2
(3-4):157–325, 2016.

[38] Solomon Kullback and Richard A Leibler. On information and sufficiency. The annals of mathematical
statistics, 22(1):79–86, 1951.

12



Checklist
1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s contribu-
tions and scope? [Yes]

(b) Did you describe the limitations of your work? [Yes] We describe the limitations in the conclusion
section.

(c) Did you discuss any potential negative societal impacts of your work? [No] We report no
negative societal impacts, including but not limited to potential malicious or unintended uses,
environmental impact, fairness considerations, privacy considerations, or security considerations.

(d) Have you read the ethics review guidelines and ensured that your paper conforms to them? [Yes]

2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes]
(b) Did you include complete proofs of all theoretical results? [Yes]

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main experimental
results (either in the supplemental material or as a URL)? [Yes]

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they were chosen)?
[Yes]

(c) Did you report error bars (e.g., with respect to the random seed after running experiments
multiple times)? [Yes]

(d) Did you include the total amount of compute and the type of resources used (e.g., type of GPUs,
internal cluster, or cloud provider)? [Yes]

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [N/A]
(b) Did you mention the license of the assets? [N/A]
(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]
(d) Did you discuss whether and how consent was obtained from people whose data you’re us-

ing/curating? [N/A]
(e) Did you discuss whether the data you are using/curating contains personally identifiable informa-

tion or offensive content? [N/A]

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if applicable?
[N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review Board (IRB)
approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount spent on
participant compensation? [N/A]

13


	Introduction
	Related Literature
	Preliminaries and Problem Formulation
	Preliminaries: BRO and CVaR
	New formulation: Bayesian risk MDPs (BR-MDPs)
	Time consistency and dynamic programming

	An Analytical Approximate Solution to BR-MDPs
	-function representation of the value function
	-function approximation
	Approximate dynamic programming with gradient descent

	Numerical experiments
	Conclusion

