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1 Performance of S-PIFu on pixels that do not belong to the estimated
SMPL-X body.

In Fig. |1} we show S-PIFu’s results when given images of test subjects who wear large clothings (e.g.
jackets/coats). Images of these test subjects have pixels that belong to human subject but not to the
SMPL-X body, and yet S-PIFu is able reconstruct the human subjects accurately.

Pixels that belong to human subject but not to the SMPL-X body act as a natural regularizer that
prevents S-PIFu from being overly reliant on estimated SMPL-X meshes to reconstruct clothed
human meshes. This happens because these pixels only have valid values for the RGB channels
and not the channels of our 2D feature maps (i.e. C, B, and N. Recall that C refers to coordinate
information, B refers to blendweights-based labels, and N refers to body part orientation information).

2 Robustness of S-PIFu to inaccurate underlying SMPL-X fitting.

In Fig. |2] we observe what would happen if we feed a noisy SMPL-X mesh (i.e. a SMPL-X mesh
with inaccurate pose parameters) to our S-PIFu (Note that S-PIFu has not been trained with any noisy
SMPL-X meshes). It is not uncommon for an estimated SMPL-X mesh to have an inaccurate pose, as
observed by PaMIR (9), ARCH++ (3) and ICON (8).

In the first row, we obtained the noisy SMPL-X mesh by shift the position of the pseudo-groundtruth
SMPL-X mesh’s arms (both arms). From the frontal view, it appears that S-PIFu is unaffected by this.
But on a closer examination, we notice that the mesh reconstructed by S-PIFu has a slight change in
shape at its right arm. However, there is no noticeable change at its left arm. For the second row, we
rotate the pseudo-groundtruth SMPL-X mesh about its y-axis. Again, we notice that S-PIFu is indeed
affected by the noisy SMPL-X mesh, but the impact remains limited.

For the third row, we tucked the SMPL-X mesh’s hands close onto its body and perform both rotation
(about y-axis) and translation (in x-direction). Despite the drastic changes made to the SMPL-X mesh,
S-PIFu is able to ignore incorrect information provided by the noisy SMPL-X. The only noticable
change is slight change in the reconstructed mesh’s left cheek.

For the fourth row, we move the SMPL-X mesh’s four limbs and also its neck. Surprisingly, we
cannot find any discernible abnormality in the mesh reconstructed by S-PIFu. This demonstrates the
robustness of our method. S-PIFu seems to be aware of noises in the given SMPL-X’s pose and is
able to adjust accordingly.
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Figure 1: Evaluation of S-PIFu on Human Subjects with thick clothing. (b) is predicted by SMPLify-
X (and then finetuned using OpenPose keypoints, we will elaborate on this in SectionJ). (c) is the
overlay of (a) and (b). (d) is the meshes reconstructed by S-PIFu.

One reason why S-PIFu is robust to noisy SMPL-X meshes is that S-PIFu only makes use of the
estimated SMPL-X at the start of our pipeline, giving the opportunity for S-PIFu to use the RGB
input image to correct any errors in the estimated SMPL-X before S-PIFu’s MLP estimates a final 3D
occupancy volume and reconstructs a 3D clothed human mesh. In other words, S-PIFu is more robust
to errors in the estimated SMPL-X compared to models like ICON (8)), which make use of SMPL-X
at the start and end of its pipeline.

3 Additional refinement of estimated SMPL-X pose parameters

After the SMPL-X estimation by SMPLify-X, we further refine the SMPL-X mesh’s body pose
using the strategy described by ARCH++ (3). In short, we use the keypoints predicted by OpenPose
to further finetune the SMPL-X mesh’s body pose. The distance (mean square error) between the
Openpose keypoints and the SMPL-X mesh’s joints are used to optimize the SMPL-X’s body pose
parameters. We illustrate the finetuning process in Fig. [3]



Figure 2: Evaluation of the Robustness of S-PIFu to Inaccurate SMPL-X ttings. Red circles indicate
the only noticeable changes that we could nd. (b) Pseudo-groundtruth SMPL-X meshes are obtained
by rst predicting a SMPL-X mesh from an input RGB using SMPLIify-X, and then netuning the
pose of that SMPLIify-X mesh using OpenPose keypoints. More details of the netuning process is
given in Section 3.

Figure 3: lllustration of how we netune the body pose of a SMPL-X mesh estimated by SMPLify-X.
The incorrectly estimated SMPL-X mesh (c) is transformed into (e) after netuning.

4 Performance of S-PIFu on real images in the wild.

We compare PIFUHD7) (as it was the best competing model in our paper) and S-PlFu with
real Internet images sourced from Shutterstock in Fig. 4. We did not include more recent works
like IntegratedPIFul) because that paper was published only after the NeurlPS 2022 deadline.
IntegratedPIFu is an improvement over PIFUHD, but it is fundamentally still a pure pixel-aligned
implicit model (i.e. does not use parametric human body model). Thus, while IntegratedPIFu is able
to deal with problems such broken limbs and depth ambiguity better than PIFUHD, it still does not
completely solve these problems.
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