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A More Experimental Results

A.1 Experiments on Different Pre-trained Image Models

We conduct more experiments on point cloud classification tasks with different image models of
different scales, ranging from convolution-based ConvNeXt to attention-based Vision Transformer
to Swin Transformer. The image model is pre-trained on ImageNet-22k [1] dataset. We report the
image classification performance of the original image model finetuned on ImageNet-1k dataset, the
number of trainable parameters after Point-to-Pixel Prompting, and the classification accuracy on
ModelNet40 [11] and ScanObjectNN [9] datasets.

From the quantitative results and accuracy curve in Table 1, we can conclude that enlarging the scale
of the same image model will result in higher classification performance, which is consistent with the
observations in image classification.

A.2 Ablation Studies on Test View Choices

During training, the rotation angle θ is randomly selected from [−π, π] and ϕ is randomly selected
from [−0.4π,−0.2π] to keep the objects standing upright in the images. During inference, we evenly
divide the range of θ and ϕ into several segments and combine them into multiple views for majority
voting. We conduct ablations on the number of views on ModelNet40 dataset with ViT pre-trained on
ImageNet-1k dataset as the image model. From the ablation results in Table 2, we choose 10 values
of θ and 4 values of ϕ to produce 40 views for majority voting.

A.3 Ablation Studies on Projection Pooling Strategy

During the geometry-preserved projection, several points may fall in the same pixel. In P2P, we
propose to add the features of these points altogether for better optimization and keeping geometry
density information. Here we conduct ablations on the pooling strategy in Table 3, including max-
pooling, mean-pooling and summation. For classification experiment, we report the accuracy on
ModelNet40 dataset with ViT-B pre-trained on ImageNet-1k dataset as the image model. For segmen-
tation experiment, we report the instance average IoU on ShapeNetPart dataset with ConvNeXt-B as
the image model and SemanticFPN [4] as the segmentation head.

From the classification ablation results, summation is better than max-pooling and mean-pooling.
On the one hand, the max-pooling operation drops much geometric information in one pixel. On the
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Table 1: More results on ModelNet40 and ScanObjectNN. We report the image classification performance
(IN Acc.) on ImageNet dataset of different image models. After migrating them to point cloud analysis
with Point-to-Pixel Prompting, we report the number of trainable parameters (Tr. Param.), performance on
ModelNet40 dataset (MN Acc.) and performance on ScanObjectNN dataset (SN Acc.).

(a) Vision Transformer. [2]

Image Model IN Acc.(%) Tr. Param. MN Acc.(%) SN Acc.(%)

ViT-T – 0.10 M 91.3 79.9
ViT-S – 0.12 M 91.9 82.6
ViT-B 84.0 0.15 M 92.4 84.1
ViT-L 85.2 0.22 M 93.2 85.0

(b) Swin Transformer. [5]

Image Model IN Acc.(%) Tr. Param. MN Acc.(%) SN Acc.(%)

Swin-T 80.9 0.13 M 92.5 84.2
Swin-S 83.2 0.15 M 92.8 85.6
Swin-B 85.2 0.17 M 93.2 85.8
Swin-L 86.3 0.22 M 93.4 86.7

(c) ConvNeXt. [6]

Image Model IN Acc.(%) Tr. Param. MN Acc.(%) SN Acc.(%)

ConvNeXt-T 82.9 0.12 M 92.5 84.1
ConvNeXt-S 84.6 0.14 M 92.7 86.2
ConvNeXt-B 85.8 0.16 M 93.2 86.5
ConvNeXt-L 86.6 0.19 M 93.4 87.1

Table 2: Ablation studies on test view choices. We evenly divide θ ∈ [−π, π] and ϕ ∈ [−0.4π,−0.2π] into
multiple segments. We report the classification accuracy on ModelNet40 dataset with ViT-B pre-trained on
ImageNet-1k dataset as the image model.

(a) Choices of θ. We choose 4 segments of ϕ.

Nθ 2 4 6 8 10 12

Nϕ = 4 90.2 92.2 92.5 92.5 92.7 92.7

(b) Choices of ϕ. We choose 10 segments of θ.

Nϕ 2 3 4 5 6

Nθ = 10 92.4 92.6 92.7 92.6 92.6

other hand, the mean-pooling operation neglects the density information from 3D domain, which also
undermines the geometrical knowledge in projected images.

However, in segmentation experiments, the aforementioned three pooling strategies produce the same
part segmentation performance. This may be because the multi-hot 2D labels in dense prediction
provide extra geometrical guidance that makes up for the gap among different pooling strategies.

A.4 Visualization of Feature Distributions

Figure 1 shows feature distributions of ModelNet40 and ScanObjectNN datasets in t-SNE visualiza-
tion. We can conclude that with our proposed Point-to-Pixel Prompting, the pre-trained image model
can extract discriminative features from projected colorful images for point cloud analysis.

B Network Architecture

B.1 Point-to-Pixel Prompting

The geometry encoder is implemented as a one-layer DGCNN [10] edge convolution. The input
points coordinates are first embedded into 8-dim features F x with a channel-wise convolution. Then
we use the k-nearest-neighbor (kNN) algorithm to locate k = 32 neighbors Npi of each point pi,
and concat the central point feature f x

i with the relative feature f x
j − f x

i between each point pi and
neighboring points pj ∈ Npi

. Then the concatenated features are processed by a 2D convolution
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Table 3: Ablation studies on projection pooling strategy. For classification experiment, we report the accuracy
on ModelNet40 dataset with ViT-B pre-trained on ImageNet-1k dataset as the image model. For segmentation
experiment, we report the instance average IoU on ShapeNetPart dataset with ConvNeXt-B as the image model
and SemanticFPN as the segmentation head.

(a) Classification Ablations.

Method max mean sum

Accuracy 92.2 92.3 92.7

(b) Segmentation Ablations.

Method max mean sum

mIoUI 85.7 85.7 85.7

(a) Feature distribution on ModelNet40. (b) Feature distribution on ScanObjectNN.

Figure 1: Visualization of feature distributions in t-SNE representations. Best view in colors.

with kernel size 1 followed by a max-pooling layer within all points in Npi
, resulting in a geometry

feature F ∈ RN×C of C = 64 dims.

In the geometry-preserved projection module, we first calculate the coordinate range xr of the input
point cloud. Then we calculate the grid size gh = H/xr, gw = W/xr so that the projected object can
be fit in the image I with H = 224,W = 224.

The coloring module consists of a basic block from ResNet [3] architecture design with 3×3 convolu-
tions and a final 2D convolution with kernel size 1, smoothing the pixel-level feature distribution and
predicting RGB channels of image I .

C Implementation Details

The implementation details of architectural design and experimental settings are shown in Table 4,
where Cemb denotes the embedding dimension of image features extracted by pre-trained image
models. We use slightly different architectures for classification and part segmentation. We use 4096
points for ModelNet40 to produce projected images that are relatively smoother, while too few points
may lead to sparse and discontinuous pixel distribution in projected images that prevent them from
being similar to real 2D images.
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Table 4: Architecture details and experiment settings of our framework. Cemb denotes the embedding
dimension of image features extracted by pre-trained image models.

(a) Architecture of Classification Model.

Module Block Cin Cout Kernel kNN

Geometry Encoder
Conv1d 3 8 1
DGCNN 8 64 32
Conv1d 64 64 1

Image Coloring
Basic Block 64 64 3

Conv2d 64 64 1
Conv2d 64 3 1

CLS Head Linear Cemb 40

(b) Architecture of Segmentation Model.

Module Block Cin Cout Kernel kNN

Geometry Encoder

Conv1d 3 8 1
DGCNN 8 64 32
DGCNN 64 128 32
Conv1d 128 64 1

Image Coloring
Basic Block 64 64 3

Conv2d 64 64 1
Conv2d 64 3 1

SEG Head Semantic FPN Cemb 50

(c) Experiment Settings for Classification.

Config Value

optimizer AdamW [8]
learning rate 5e-4
weight decay 5e-2
learning rate scheduler cosine [7]
training epochs 300
batch size 64
GPU device RTX 3090 Ti
image size 224×224
patch size 16
drop path rate 0.1
image normalization ImageNet style

number of points 4096 (ModelNet)
2048 (ScanObjectNN)

augmentation scale s ∈ [2/3, 3/2]
trans t ∈ [−0.2, 0.2]

rotation angle θ ∈ [−π, π]
ϕ ∈ [−0.4π,−0.2π]
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