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Abstract

We introduce HandMeThat, a benchmark for a holistic evaluation of instruction
understanding and following in physical and social environments. While previous
datasets primarily focused on language grounding and planning, HandMeThat
considers the resolution of human instructions with ambiguities based on the
physical (object states and relations) and social (human actions and goals) informa-
tion. HandMeThat contains 10,000 episodes of human-robot interactions. In each
episode, the robot first observes a trajectory of human actions towards her internal
goal. Next, the robot receives a human instruction and should take actions to ac-
complish the subgoal set through the instruction. In this paper, we present a textual
interface for our benchmark, where the robot interacts with a virtual environment
through textual commands. We evaluate several baseline models on HandMeThat,
and show that both offline and online reinforcement learning algorithms perform
poorly on HandMeThat, suggesting significant room for future work on physical
and social human-robot communications and interactions.

1 Introduction

To collaborate with human partners successfully in complex environments, robots should be able to
interpret and follow natural language instructions in contexts. Consider the example shown in Fig. 1,
a human is preparing fruits for bottling. In the middle of her actions, the human asks a robot agent
for help: “can you hand me that one on the table please?” The robot needs to correctly interpret the
sentence in the current context and interact with objects to accomplish this task.

Here, the human utterance essentially specifies a subgoal for the robot (getting the knife), derived from
her own goal (bottling fruits). In reality, such subgoal can be under-specified in human utterances,
typically for two reasons. First, the human assumes that the robot has knowledge about her goal [1, 2].
Second, human makes trade-offs between accuracy and efficiency of communication [3, 4, 5]. While
previous benchmarks in similar domains have been primarily focusing on the language grounding
of object properties (e.g., “table”), relations (e.g., “on”), and planning (e.g., object search and
manipulation) [6, 7], in this paper, we highlights the additional challenge for understanding human
instructions with ambiguities (i.e., recognizing the subgoal) based on physical states and human
actions and goals. In this example, the human has just taken fruits out of the refrigerator and is trying
to slice them on the countertop. Thus, the object to be retrieved should be the knife.

Developing a benchmark for resolving ambiguous instructions based on both physical and social
environments is challenging in both data collection and automatic evaluation: it is hard to collect the
everyday dialogues with corresponding physical states, and it is hard to build automatic evaluation
protocols that involve human judgments about robot success. In this paper, we present a new
benchmark, HandMeThat, aiming for a holistic evaluation of language instruction understanding and
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Figure 1: An example HandMeThat task, rendered in images. A robot agent observes a sequence of
actions performed by the human (step 1-3), and receives a quest (step 4). The robot needs to interpret
the natural language quest based on physical and social context, and select the relevant object from the
environment: the knife on the table in this case. Currently, the HandMeThat benchmark is released as
a text-only environment.

following in physical and social environments. We set up the environment using an internal symbolic
representation-based simulator, so that we can generate human trajectories and instructions following
automated pipelines and build automated evaluation protocols.

Each episode in HandMeThat contains two stages. In the first stage, the robot will be watching a
human-like agent taking actions towards her internal goal (which is unrevealed to the robot). At the
end of the first stage, we assume that the human needs help from the robot. Therefore, the robot
receives a (possibly ambiguous) language instruction, which is essentially a subgoal for the human.
In the second stage, the robot takes actions in the environment to accomplish this subgoal. We
evaluate the robot’s performance by his action costs during the second stage and whether his actions
accomplish human’s subgoal.

HandMeThat contains a diverse set of physical (the objects in the scene) and social (the internal goal of
human) information. Specifically, each HandMeThat scene contains 14 locations and typically more
than 200 movable objects, which induces a large set of possible actions. The human’s internal goal is
instantiated from a distribution derived from BEHAVIOR-100 [7]. This brings us two advantages.
First, since BEHAVIOR tasks are manually annotated, they follow the natural distribution of human
household tasks. Second, due to the compositional nature of BEHAVIOR-100, the space of possible
goal specifications is enormous. In particular, using the templates we extracted from BEHAVIOR-100,
we can instantiate more than 300k distinct tasks. Such diversity introduces important challenges for
goal recognition, language understanding, and embodied interaction.

The key challenge in HandMeThat tasks is the recognition of human’s subgoal from her historical
actions and ambiguous instructions. This resembles three important challenges: recognition of
human goals, pragmatic reasoning of natural language, and planning. However, HandMeThat is
not a simple ensemble of these three challenges. In goal recognition, the robot needs to consider
both human’s historical actions as well as the subgoal specified in human utterance. Similarly, the
context for pragmatic reasoning consists of both the physical environment and human’s internal
goals. Furthermore, since our environment is partially observable, the robot can gather additional
information through exploration in order to help with goal recognition and pragmatic reasoning.
HandMeThat integrates these naturally-occurring challenges and serves as a holistic benchmark.

In this paper, we implement a textual interface to render physical scenes and allow the robot agent
to use natural language commands to interact with the human and objects. Rendering in the textual
interface bypass the difficulties in visual perception and recognition, allowing us to focus on pragmatic
instruction reasoning problem. We formulate the learning problem using reinforcement learning,
where the robot receives textual inputs describing the scene and the human actions, and generates
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