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In this supplementary material, we provide additional experimental results that are omitted in the
paper due to page limitation. Specifically, we provide the following additional results.

1. Visual weight maps.

2. Qualitative results on the Light Stage Data Gallery dataset [1]] and the Gourd&Apple dataset
[2].

3. Quantitative results on each BRDF in the synthetic dataset.

4. Quantitative results and visual comparisons on the DiLiGenT benchmark [3]].

1 Additional visual weight maps

In Fig. [I} we show more weight maps for additional scenes from the DiLiGenT dataset [3]. It can be
seen from the figure that the SGC filters can generate larger weights for specular highlights that are
important clues for normal estimation, and generate near-zero weights to suppress outliers in attached
shadows and cast shadows.

2 Additional qualitative results

In Fig. 2l we show additional qualitative comparisons between our method and PS-FCN [4] on two
challenging real-world datasets without ground truth, i.e., the Light Stage Data Gallery dataset [/1]
and the Gourd&Apple dataset [2]]. It can be seen from the figure that our method recovers pixel-wise
surface normals in clearer details. This is because we adopt a multi-scale and multi-branch design in
the NR-Net to avoid over-smoothing in the spatial domain, which is different from those all-pixel
methods with all-3 x 3 architectures [4]], [5].

3 Additional results on each BRDF in the synthetic dataset

In Fig. E} we show the comparisons between GPS-Net, CNN-PS [6] and PS-FCN [4] on each BRDF
in the synthetic dataset. It can be seen from the figure that our method achieves excellent performance
on diverse materials.
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4 Additional experimental results on the DiLiGenT benchmark

We perform quantitative experiments and visual comparisons [3]] between our method and five state-
of-the-art methods including LS [7]], CNN-PS [6], SPLINE-Net [8]], NEURAL-PS [9] and PS-FCN
[4] on the DiLiGenT benchmark /| First, We show their performance on each object in the DiLiGenT
dataset under diverse lighting distributions in Fig. ] and Fig. [5} Then in Fig. [6}Fig. we show the
visual results of their predicted normal maps and error maps. The values in these figures represent
mean angular errors (MAE:s, the lower the better). In all the experiments, we perform 100 random
trials and average the results. It can be seen from these experimental results that our method achieves
high-accuracy normal prediction under both sparse and dense lighting distributions.

References

(1]

(2]
(3]

(4]
(5]
(6]
(71
(8]

(9]

[10]

P. Einarsson, C.-F. Chabert, A. Jones, W.-C. Ma, B. Lamond, T. Hawkins, M. Bolas, S.
Sylwan, and P. Debevec, “Relighting human locomotion with flowed reflectance fields,” in
Proc. Eurographics Conference on Rendering Techniques, 2006, pp. 183—-194.

N. Alldrin, T. Zickler, and D. Kriegman, “Photometric stereo with non-parametric and spatially-
varying reflectance,” in Proc. Computer Vision and Pattern Recognition, 2008, pp. 1-8.

B. Shi, Z. Wu, Z. Mo, D. Duan, S.-K. Yeung, and P. Tan, “A benchmark dataset and evaluation
for non-lambertian and uncalibrated photometric stereo,” in Proc. Computer Vision and Pattern
Recognition, 2016, pp. 3707-3716.

G. Chen, K. Han, and K.-Y. K. Wong, “PS-FCN: A flexible learning framework for photometric
stereo,” in Proc. European Conference on Computer Vision, 2018, pp. 3—18.

G. Chen, K. Han, B. Shi, Y. Matsushita, and K.-Y. K. Wong, “Self-calibrating deep photometric
stereo networks,” in Proc. Computer Vision and Pattern Recognition, 2019, pp. 8739-8747.
S. Ikehata, “CNN-PS: CNN-based photometric stereo for general non-convex surfaces,” in
Proc. European Conference on Computer Vision, 2018, pp. 3—18.

R. J. Woodham, “Photometric method for determining surface orientation from multiple
images,” Optical Engineering, vol. 19, no. 1, pp. 139-144, 1980.

Q. Zheng, Y. Jia, B. Shi, X. Jiang, L.-Y. Duan, and A. C. Kot, “SPLINE-Net: Sparse photometric
stereo through lighting interpolation and normal estimation networks,” in Proc. International
Conference on Computer Vision, 2019, pp. 8549-8558.

T. Taniai and T. Maehara, “Neural inverse rendering for general reflectance photometric stereo,
in Proc. International Conference on Machine Learning, 2018, pp. 4857-4866.

J. Li, A. Robles-Kelly, S. You, and Y. Matsushita, “Learning to minify photometric stereo,” in
Proc. Computer Vision and Pattern Recognition, 2019, pp. 7568-7576.

bl

2The code for LMPS [[10] has not been published online. We contacted the authors to provide us the values
on benchmark data.



Input image Weight map

3
2
é
-]
Y

Figure 1: Additional visual weight maps. All the four channels of each weight map are shown. Black
boxes mark specular highlights and blue boxes mark shadows.



Figure 2: Additional Qualitative Results on the Light Stage Data Gallery dataset and the

Gourd&Apple dataset [2].
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Figure 3: Results on the synthetic dataset with different BRDFs.
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Figure 4: Quantitative comparisons on each object in the DiLiGenT dataset when the number of
inputs is 4, 8, 10 and 16.
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Figure 5: Quantitative comparisons on each object in the DiLiGenT dataset when the number of

inputs is 32, 64 and 96.
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Figure 6: Visual comparisons of “ball” and “cow” under 4 lightings.
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Figure 7: Visual comparisons of “bear” and “cat” under 4 lightings.
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Figure 8: Visual comparisons of “potl” and “pot2” under 4 lightings.

10



Ground Truth

SPLINE-
Net

NEURAL-
PS

PS-FCN

Figure 9: Visual comparisons of “buddha” and “goblet” under 4 lightings.
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Figure 10: Visual comparisons of “reading” and “harvest” under 4 lightings.
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Figure 11: Visual comparisons of “ball” and “cow” under 8 lightings.
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Figure 12: Visual comparisons of “bear” and “cat” under 8 lightings.
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Figure 13: Visual comparisons of “potl” and “pot2” under 8 lightings.
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Figure 14: Visual comparisons of “buddha” and “goblet” under 8 lightings.
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Figure 15: Visual comparisons of “reading” and “harvest” under 8 lightings.

17



10 inputs

1

1 . .
1

: Ours

1

1

1

1

1

1 ¥ .
1

: LS |

1

1

1

1

1

I »

1

'| CNN-PS "

1

1

1

1

1

| -

'| SPLINE-

1 Net

:

1

1

: 2.12°
' INEURAL- ~ .
. PS

1

1

1

1

| ) 4.35°
1

:

I .
1

1 0°

Figure 16: Visual comparisons of “ball” and “cow” under 10 lightings.
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Figure 17: Visual comparisons of “bear” and “cat” under 10 lightings.
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Figure 18: Visual comparisons of “potl” and “pot2” under 10 lightings.
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Figure 19: Visual comparisons of “buddha” and “goblet” under 10 lightings.
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Figure 20: Visual comparisons of “reading” and “harvest” under 10 lightings.
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Figure 22: Visual comparisons of “bear” and “cat” under 16 lightings.
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Figure 23: Visual comparisons of “potl1” and “pot2” under 16 lightings.
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Figure 24: Visual comparisons of “buddha” and “goblet” under 16 lightings.
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Figure 25: Visual comparisons of “reading” and “harvest” under 16 lightings.
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Figure 26: Visual comparisons of “ball” and “cow” under 32 lightings.
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Figure 27: Visual comparisons of “bear” and “cat” under 32 lightings.
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Figure 28: Visual comparisons of “potl” and “pot2” under 32 lightings.
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Figure 29: Visual comparisons of “buddha” and “goblet” under 32 lightings.
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Figure 30: Visual comparisons of “reading” and “harvest” under 32 lightings.
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Figure 31: Visual comparisons of “ball” and “cow” under 64 lightings.
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Figure 32: Visual comparisons of “bear” and “cat” under 64 lightings.
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Figure 33: Visual comparisons of “potl” and “pot2” under 64 lightings.

35



64 inputs

Ours

LS

CNN-PS

SPLINE-
Net

NEURAL-
PS

PS-FCN

Figure 34: Visual comparisons of “buddha” and “goblet” under 64 lightings.
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Figure 35: Visual comparisons of “reading” and “harvest” under 64 lightings.
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Figure 36: Visual comparisons of “ball” and “cow” under 96 lightings.
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Figure 37: Visual comparisons of “bear” and “cat” under 96 lightings.
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Figure 38: Visual comparisons of “potl” and “pot2” under 96 lightings.
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Figure 39: Visual comparisons of “buddha” and “goblet” under 96 lightings.
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Figure 40: Visual comparisons of “reading” and “harvest” under 96 lightings.
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