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A Additional experimental results

A.1 Unsupervised keypoint detection

The combination of the keypoint-based bottleneck layer and the downstream reconstruction task
allows the perception module to extract temporally-consistent keypoints dispersing over the images’
foreground. The model accurately tracks the movement of the objects and can naturally handle
deformable objects. Figure 1 shows some more qualitative examples of our perception module in
both the Multi-Body and the Fabric environments.

A.2 Future prediction in the Fabric environment

Figure 2 shows a comparison between our model and the baseline, which is the same as our model
except that it does not contain an inference module to perform causal discovery. Our model can make
more accurate future predictions, indicating the importance of an accurate modeling of the causal
mechanisms in the underlying physical system.

B Model details

B.1 Unsupervised keypoint detection from videos

The perception module maps the input images into a set of keypoints in an unsupervised way.
Any unsupervised keypoint detection methods that can track the components consistently overtime
should suit our use case, and there have been many recently-proposed methods that could serve this
purpose [1–4]. In this work, we use the technique developed in [5].

As described in Section 2.1 of the main paper, we use reconstruction loss over the pixels to encourage
the keypoints to spread over the foreground of the image. During training, it takes in a source image
Isrc and a target image I tgt sampled from the dataset, and passes them through a feature extractor fVω
and a keypoint detector fVθ . The model then uses an operation called transport to construct a new
feature map using a set of local features indicated by the detected keypoints:

Φ(Isrc, I tgt) , (1−HfV
θ (Isrc)) · (1−HfV

θ (I tgt)) · fVω (Isrc) +HfV
θ (I tgt) · fVω (I tgt), (1)

where H is a heatmap image containing fixed-variance isotropic Gaussians around each of the N
points specified by fVθ (Figure 1). The model then passes the feature map Φ(Isrc, I tgt) through a
refiner network to get the reconstruction, Î tgt. We optimize the parameters in the feature extractor,
keypoint detector and refiner by minimizing a pixel-wise L2 loss, Lrec = ‖I tgt− Î tgt‖, using stochastic
gradient descent.
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Figure 1: Unsupervised keypoint detection. We show some more qualitative results of our perception module
and visualize the intermediate results. In each block, the first row shows the input images, and the second row
illustrates an overlay between the predicted keypoints and the image. The third and the fourth row show the
intermediate results - heatmap spanned by the keypoints and the reconstructed target image.
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