
We thank the reviewers for their positive feedbacks and valuable suggestions. We address their comments below.1

Reviewer #12

1. Activation functions: We will mention that our method is applicable to the ReLU function upfront. Although this3

work only covers the case of ReLU function for rigorous mathematical proof, we empirically observed that neuron4

merging can be extended to many activation functions as seen in Table 1. We leave a theoretical explanation of why5

neuron merging works well with various activation functions as a future work.6

2. Clarification of Alg. 1: According to Alg. 1, scaling matrix Zi has the size of Pi+1 ×Ni+1. If two pruned7

neurons (a, b) share the same retained neuron (c) as the closest one, scale for each pruned neuron will be stored in the8

corresponding entry in Zi (same row (c), different columns (a, b)). When Zi is merged with the weights of the next9

layer, this separately stored scale plays the role of compensating for each removed neuron as shown in Fig. 2. The10

corresponding dimension of a pruned neuron is multiplied by its scale and added to that of the retained neuron.11

3. Comparison with "pruning-at-initialization" methods: We appreciate the advice, and we will add the discussion12

in the related works. In short, "pruning-at-initialization" methods have the advantage of less overhead at training time.13

In contrast, our approach can be adopted even when the model is trained without any consideration of pruning.14

Reviewer #315

1. Regarding the proof of Corollary 1.1: It is an insightful suggestion to use the property proved in the other paper to16

prove Corollary 1.1. However, we think providing a self-sufficient proof in the current form is not a bad idea, either.17

2. Expansion to complex network architectures: One simple approach to (approximately) handle depthwise separable18

layers is to consider the combination of PW and DW layers as one regular convolution layer. Let us assume the layer19

structure of 1*1 - depthwise - 1*1. Neuron merging aims to reconstruct the output feature map of the second 1*1 conv,20

even after pruning the filters in the first 1*1 conv and the corresponding channels in the depthwise conv. We can use the21

outer product of the two as the input of Alg. 1, and set scale as the norm ratio between the two tensors. Preliminary22

experimental results of MobileNetV1 is shown in Table 2. Further research is needed to expand neuron merging to23

more complex architectures such as NAS-searched networks or DenseNet.24

3. Results on ImageNet: In Table 3, we present the test results of VGG-16 and ResNet-34 on ImageNet. We prune25

only the last convolution layer of VGG-16 as most of the parameters come from fully connected layers. For ResNet, we26

prune all convolution layers in equal proportion. Due to the large scale of the dataset, the initial accuracy right after the27

pruning drops rapidly as the pruning ratio increases. However, our merging recovers the accuracy in all cases, showing28

our idea is also effective even for large-scale datasets like ImageNet.29

Reviewer #430

1. Considering other matrix decomposition algorithms (i.e., NMF): As far as we know, there is no NMF-type31

algorithm that can satisfy the conditions in Thm. 1. Also, NMF-type algorithms have difficulty in handling minus32

values frequent in the weight matrix. Nonetheless, we tried to decompose the weight using NMF algorithm by zeroizing33

negative weights. For LeNet-5 on Fashion-MNIST, NMF showed an inferior accuracy of 15.80% on average when34

"MostSim" algorithm showed 88.69%. In the case of 3D/4D tensor, NMF is not easily applicable due to the mismatch35

of tensor shape. Having said that, we agree that “MostSim" heuristic is not optimal and plan to search for better36

decomposition methods.37

Activation Baseline Prune Merge Acc.↑
Tanh 90.72% 67.81% 81.32% 13.51%

SoftSign 91.14% 76.98% 87.18% 10.20%
ELU 91.25% 77.73% 89.68% 11.95%

SELU 90.47% 25.17% 80.28% 55.11%
LeakyReLU 93.89% 92.10% 93.46% 1.36%
Hardswish 91.93% 88.30% 91.72% 3.42%

Table 1: Comparison of pruning and merging with
various activation functions (VGG-16 on CIFAR-10).
Pruning strategy is the same as the original paper.

Pruning Ratio Prune Merge Acc. ↑ Param. #
Baseline 87.90% 3.2M

40% 84.52% 85.84% 1.32% 1.4M
50% 77.34% 80.74% 3.40% 1.0M
60% 39.39% 55.88% 16.49% 0.7M

Table 2: Performance comparison of pruning and
merging for MobileNetV1 on CIFAR-10. We prune
all layers in equal proportion.

Pruning
Ratio

Top 1 Acc. Top 5 Acc. Param. #
Prune Merge Acc. ↑ Prune Merge Acc. ↑

VGG-16 73.36% 91.51% 138M
Last-50% 57.00% 61.18% 4.18% 81.05% 84.90% 3.85% 85M
Last-60% 47.70% 53.78% 6.08% 73.61% 80.44% 6.83% 75M
Last-70% 34.75% 43.26% 8.51% 60.06% 71.62% 11.56% 64M
ResNet-34 73.31% 91.42% 21M

10% 62.08% 66.30% 4.22% 84.85% 87.35% 2.50% 19M
20% 40.66% 53.95% 13.29% 67.32% 78.66% 11.34% 17M
30% 12.52% 35.56% 23.04% 29.43% 61.07% 31.64% 15M

Table 3: Performance comparison of pruning and merging for VGG-16 and
ResNet-34 on ImageNet. l1-norm is used as the pruning criterion.


