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A Algorithms

A.1 Active Bayesian coresets with Frank-Wolfe optimization (ACS-FW)

Algorithm A.1 outlines the ACS-FW procedure for a budget b, vectors {£,, }2_; and the choice of
an inner product < -, - > (see Section 2). After computing the norms o, and o (Lines 2 and 3) and
initializing the weight vector w to zero (Line 4), the algorithm performs b iterations of Frank-Wolfe
optimization. At each iteration, the Frank-Wolfe algorithm chooses exactly one data point (which can
be viewed as nodes on the polytope) to be added to the batch (Line 6). The weight update for this
data point can then be computed by performing a line search in closed form [1] (Line 7), and using
the step-size to update w (Line 8). Finally, the optimal weight vector with cardinality < b is returned.
In practice, we project the weights back to the feasible space by binarizing them (not shown; see
Section 2 for more details), as working with the continuous weights directly is non-trivial.

A.2 ACS-FW with random projections

Algorithm A.2 details the process of constructing an AL batch with budget b and J random feature
projections for the weighted Euclidean inner product from Eq. (16).

B Closed-form derivations

B.1 Linear regression
Consider the following model for scalar Bayesian linear regression,
Yn =0"x, +€,, €, ~N(0,02), 6~ p(8),

where p(0) denotes the prior. To avoid notational clutter we assume a factorized Gaussian prior with
unit variance, but what follows is easily extended to richer Gaussian priors. Given an initial labeled
dataset Dy, the parameter posterior can be computed in closed form as

p(8Do, o5) = N (; 1o, o) (B.18)
po = (X'X +USI)71 XTy
Yo =02 (XTX +02I) ",
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Algorithm A.1 Active Bayesian Coresets with Frank-Wolfe Optimization

1: procedure ACS-FW(b, {L,}N_,, < - - >)

2: on </ (Ln, Lr) Yn > Compute norms

3 o+ Z

4: w 0 > Initialize weights to 0

5: fortc1,....,bdo

6 f ¢ arg max [<£ - L(w), %Cnﬂ > Greedily select point f
neN "

[(FLi—Lw).L—Lw))]

7: v [<£ﬁf—ﬂ(w)»%fﬁf—£(w)>] > Perform line search for step-size
8: w<+— (1 —yw+ vglf 1 > Update weight for newly selected point
9: end for

10: return w

11: end procedure

Algorithm A.2 ACS-FW with Random Projections (for Weighted Euclidean Inner Product)
1: procedure ACS-FW(, J)

2: 0;~7 j=1,...,J > Sample parameters
3: ﬁn = \ﬁ [ﬁn(ﬂl), , L, (0(])}T vn > Compute random feature projections
4: return ACS-FW (b, {fn},]y:h ()T > Call Algorithm A.1 using projections

5: end procedure

and the predictive posterior is given by

P(yn|@ns Do, 02) = /o P(Yn |0 0)p(6]Do, 02) d6

= N (Yn; 1o Tp, 05 + ) Sox,).

(B.19)

Using this model, we can derive a closed-form term for the inner product in Eq. (8),

(LasLonde 5 = Ex [(VoLn)” (VoLn)]

E, [(%(E[ynl - wze))wn)T (5l - w;enm)]

T

Lz T
- ’;gm ]7}; [(ugwn — OTacn) (ugmm — OT:cm)}
T
= wT;_:gm (wZ;EGmm) )

where in the second equality we have taken expectation w.r.t. p(yy, |, Do, o) from Eq. (B.19), and
in the third equality w.r.t. # = p(0|Dy, o) from Eq. (B.18). Similarly, we obtain
x7

nwn

<£n7£n>fr,.7:: o (SBZEQZB“).

For this model, BALD [2, 3] can also be evaluated in closed form:

aBALD(wn;DO) =H [0|D07 08] - Ep(yn|mn,D0) [H [0|wnvyn7DOa U(QJ”
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Figure B.5: aarLp and aacs (without the magnitude term) evaluated on synthetic data drawn from a
linear regression model with v,, = z,, +¢, where € ~ N(0, 5). aparp and aacs/ L x,, are equivalent
(up to a constant factor) in this model.

We can make a direct comparison with BALD by treating the squared norm of a data point with itself
as an acquisition function, aacs(@,; Do) = (Ly, Ln); 7, yielding,
T
T, Ty 1
aacs(n; Do) = 7;74"9% Yoz, .
0

Viewing axcs as a greedy acquisition function is reasonable as (i) the norm of £,, is related to the
magnitude of the reduction in Eq. (5), and thus can be viewed as a proxy for greedy optimization.
(ii) This establishes a link to notions of sensitivity from the original work on Bayesian coresets [1, 4],
where o,, = ||£,|| is the key quantity for constructing the coreset (i.e. by using it for importance
sampling or Frank-Wolfe optimization).

As demonstrated in Fig. B.5, dropping « x,, from aacs makes the two quantities proportional—
exp(2agaLp (n; Do)) x aacs(@y; Do)—and thus equivalent under a greedy maximizer.

B.2 Logistic regression and probit regression

The probit regression model used in the main section of the paper is closely related to logistic
regression. Since the latter is more common in pratice, we will start from a Bayesian logistic
regression model and apply the standard probit approximation to render inference tractable.

Consider the following Bayesian logistic regression model,

p(Yn|®n,0) =Ber (0(87x,)), o(2): 1

= Tronn 2770

where we again assume p(6) is a factorized Gaussian with unit variance. The exact parameter
posterior distribution is intractable for this model due to the non-linear likelihood. We assume an
approximation of the form p(6|Dg) = N (0; pg, Xg). More importantly, the posterior predictive is
also intractable in this setting. For the purpose of this derivation, we use the additional approximation

p(yn|@n, Do) = /9 Dyl 0)p(8]Dy) d6
~ [ 267w (6:110. %) do
2]
T
—Ber [ ® _ HeTn ,
V1i+zI'Ye,

where in the second line we have plugged in our approximation to the parameter posterior, and used
the well-known approximation o (z) ~ ®(z), where ®(-) represents the standard Normal cdf [5].



Next, we derive a closed-form approximation for the weighted Fisher inner product in Eq. (8). We
begin by noting that

T

(Lry L)z 5 = @ Xy, (LE (@ (07x,) @ (0" x))] — @(gn)@(gm)> , (B.20)

T
Ho Ti

where we define (; = JraTsen and use 0(z) ~ ®(z) as before. Next, we employ the identity [6]
T; 20T

a c bd
fI>a+bz<I>c+dzNz;0,1dz:BvN< , , :>,
/ (abz)®(c+ dz)N (=0, 1) ViR vite! T ir /it @
where BvN(a, b, p) is the bi-variate Normal (with correlation p) cdf evaluated at (a, b). Plugging this,
and Eq. (B.22) into Eq. (B.20) yields

s
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Next, we derive an expression for the squared norm, i.e.
<£n7 ['n>7”r,]: = E |:(v0£n)T (VGL7L):|

= E[((Ely] — o (276)) 2.)" ((Elyn] - o (276)) @) | B21)

T
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Here, we again use the approximation o (z) = ®(z), and the following identity [6]:

/ ((I) <0Tm))2j\/(0; po,Xg)d0 = @ (() — 2T <C7 \/1‘5‘21$7th950> ) (B.22)

where T(-,-) is Owen’s T function® [6]. Plugging Eq. (B.22) back into Eq. (B.21) and taking
expectation w.r.t. the approximate posterior, we have that

T

T _ T — - ;
(Vo) (VoLn)| = ahan (q’(Cn)(l () - 2T (C’“ JW))

C Experimental details

Computing infrastructure All experiments were run on a desktop Ubuntu 16.04 machine. We
used an Intel Core 17-3820 @ 3.60GHz x 8 CPU for experiments on yacht, boston, energy and power,
and a GeForce GTX TITAN X GPU for all others.

Hyperparameter selection We manually tuned the hyper-parameters with the goal of trading off
performance and stability of the model training throughout the AL process, while keeping the protocol
similar across datasets. Although a more systematic hyper-parameter search might yield improved
results, we anticipate that the gains would be comparable across AL methods since they all share the
same model and optimization procedure.

C.1 Regression experiments

Model We use a deterministic feature extractor consisting of two fully connected hidden layers
with 30 (year: 100) units, interspersed with batch norm and ReLU activation functions. Weights

SEfficient open-source implementations of numerical approximations exist, e.g. in scipy.



and biases are initialized from U (—\/E , \/E), where k = 1/Ny,, and Ny, is the number of incoming
features. We additionally apply L2 weight decay with regularization parameter A = 1 (power, year:
A = 3). The final layer performs exact Bayesian inference. We place a factorized zero-mean Gaussian
prior with unit variance on the weights of the last layer L, 8, ~ N (0r; 0, I), and an inverse Gamma
prior on the noise variance, 03 ~ I'"1(03; o, B0), with ag = 1,80 = 1 (power, year: By = 3).
Inference with this prior can be performed in closed form, where the predictive posterior follows
a Student’s T distribution [7]. For power and year, we use J = 10 projections during the batch
construction of ACS-FW.

Optimization Inputs and outputs are normalized during training to have zero mean and unit
variance, and un-normalized for prediction. The network is trained for 1000 epochs with the Adam
optimizer, using a learning rate of &« = 102 (power, year: 10~3) and cosine annealing. The training
batch size is adapted during the AL process as more data points are acquired: we set the batch size
to the closest power of 2 < |Dy|/2 (e.g. for boston we initially start with a batch size of 8), but not
more than 512. For power and yacht, we divert from this protocol to stabilize the training process,
and set the batch size to min(|Dy|, 32).

C.2 Classification experiments

Model We employ a deterministic feature extractor consisting of a ResNet-18 [8], followed by one
fully-connected hidden layer with 32 units with a ReLU activation function. All weights are initialized
with Glorot initialization [9]. We additionally apply L2 weight decay with regularization parameter
A = 5-10* to all weights of this feature extractor. The final layer is a dense layer that returns
samples using local reparametrization [10], followed by a softmax activation function. The mean
weights of the last layer are initialized from A (0, 0.05) and the log standard deviation weights of the
variances are initialized from \'(—4, 0.05). We place a factorized zero-mean Gaussian prior with unit
variance on the weights of the last layer L, 8, ~ N(6;0, I'). Since exact inference is intractable,
we perform mean-field variational inference [11, 12] on the last layer. The predictive posterior is
approximated using 100 samples. We use J = 10 projections during the batch construction of
ACS-FW.

Optimization We use data augmentation techniques during training, consisting of random cropping
to 32px with padding of 4px, random horizontal flipping and input normalization. The entire network
is trained jointly for 1000 epochs with the Adam optimizer, using a learning rate of o = 10~3, cosine
annealing, and a fixed training batch size of 256.

D Probabilistic methods for active learning

One surprising result we found in our experiments was the strong performance of the probabilistic
baselines MAXENT and BALD, especially considering that a number of previous works have reported
weaker results for these methods (e.g. [13]).

Probabilistic methods rely on the parameter posterior distribution p(@|Dy). For neural network based
models, posterior inference is usually intractable and we are forced to resort to approximate inference
techniques [14]. We hypothesize that probabilistic AL methods are highly sensitive to the inference
method used to train the approximate posterior distribution ¢(8) ~ p(6|Dy). Many works use Monte
Carlo Dropout (MCDropout) [15] as the standard method for these approximations [16, 17], but
commonly only use MCDropout on the final layer.

In our work, we find that a Bayesian multi-class classification model on the final layer of a powerful
deterministic feature extractor, trained with variational inference [11, 12] tends to lead to significant
performance gains compared to using MCDropout on the final layer. A comparison of these two
methods is shown in Fig. D.6, demonstrating that for cifar!0, SVHN and Fashion MNIST a neural
linear model is preferable to one trained with MCDropout in the AL setting. In future work, we
intend to further explore the trade-offs implied by using different inference procedures for AL.
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Figure D.6: Test accuracy on classification tasks over 5 seeds. Error bars denote two standard errors.
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