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Theorem 2. Assume that in the causal direction there exists the transformation Y
′
= f(X) such

that P (Y ∣X) = P (Y ∣Y ′), where ∣Y ′∣ < ∣X∣, and and assumption A1 holds. Then to produce the
same distribution P (X,Y ), the reverse direction must involve more effective number of parameters
in the model than the causal direction.

Proof. Recall that the parameter for the causal direction is dX→Y = ∣X∣− 1+ ∣Y ′∣(∣Y ∣− 1). Since
∣Y ′∣ < ∣X∣, we conclude dX→Y < ∣X∣ − 1 + ∣X∣(∣Y ∣ − 1). For reverse direction, the number of
effective parameters is dY→X = ∣Y ∣−1+ ∣X ′∣(∣X∣−1). Based on Theorem 1, the reverse direction
does not admit a low-cardinality hidden representation. Hence, we have ∣X ′∣ = ∣Y ∣. Compare the
difference between dX→Y and dY→X , we have:

dX→Y − dY→X < ∣X∣ − 1 + ∣X∣(∣Y ∣ − 1) − (∣Y ∣ − 1 + ∣Y ∣(∣X∣ − 1))
= 0

(1)

Thus, reverse direction must involve more effective number of parameters than the causal direction.

Theorem 3. If the reverse direction involves more parameters than the causal direction to produce
the same distribution P (X,Y ), the BIC of the causal direction is asymptotically higher than that of
the reverse one.

Proof. First, we will proof that the likelihood on the causal direction asymptotically greater or equal
than that of the reverse direction. Equation (2) gives the gap between the causal direction M and the
reverse direction M̂ .
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The first equality is based on the likelihood of the HCR model. The second equality is based on the
fact that X ⫫ Y ∣Y ′. The third equality is based on the existing of sufficient number of samples. The
forth equality and the fifth inequality are based on the definition and the property of KL-divergence
respectively.

Second, we will show that the penalty on the causal direction less than the reverse direction. Because
the causal direction M and the reverse direction M̂ produce the same probability P (X,Y ), and the
inverse direction M̂ involves more parameters than the causal direction M according to the Theorem
2.

Thus, the causal direction’s BIC is asymptotically higher than the reverse ones.

2


