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Appendices

A List of templates to filter uninformative explanations

General templates

"<premise>"

"<hypothesis>"

"<hypothesis> <premise>"

"<premise> <hypothesis>"

"Sentence 1 states <premise>. Sentence 2 is stating <hypothesis>"

"Sentence 2 states <hypothesis>. Sentence 1 is stating <premise>"

"There is <hypothesis>"

"There is <premise>"

Entailment templates

"<premise> implies <hypothesis>"

"If <premise> then <hypothesis>"

"<premise> would imply <hypothesis>"

"<hypothesis> is a rephrasing of <premise>"

"<premise> is a rephrasing of <hypothesis>"

"In both sentences <hypothesis>"

"<premise> would be <hypothesis>"

"<premise> can also be said as <hypothesis>"
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"<hypothesis> can also be said as <premise>"

"<hypothesis> is a less specific rephrasing of <premise>"

"This clarifies that <hypothesis>"

"If <premise> it means <hypothesis>"

"<hypothesis> in both sentences"

"<hypothesis> in both"

"<hypothesis> is same as <premise>"

"<premise> is same as <hypothesis>"

"<premise> is a synonym of <hypothesis>"

"<hypothesis> is a synonym of <premise>".

Neutral templates

"Just because <premise> doesn’t mean <hypothesis>"

"Cannot infer the <hypothesis>"

"One cannot assume <hypothesis>"

"One cannot infer that <hypothesis>"

"Cannot assume <hypothesis>"

"<premise> does not mean <hypothesis>"

"We don’t know that <hypothesis>"

"The fact that <premise> doesn’t mean <hypothesis>"

"The fact that <premise> does not imply <hypothesis>"

"The fact that <premise> does not always mean <hypothesis>"

"The fact that <premise> doesn’t always imply<hypothesis>".

Contradiction templates

"In sentence 1 <premise> while in sentence 2 <hypothesis>"

"It can either be <premise> or <hypothesis>"

"It cannot be <hypothesis> if <premise>"

"Either <premise> or <hypothesis>"

"Either <hypothesis> or <premise>"

"<premise> and other <hypothesis>"

"<hypothesis> and other <premise>"

"<hypothesis> after <premise>"

"<premise> is not the same as <hypothesis>"

"<hypothesis> is not the same as <premise>"

"<premise> is contradictory to <hypothesis>"

"<hypothesis> is contradictory to <premise>"

"<premise> contradicts <hypothesis>"

"<hypothesis> contradicts <premise>"

"<premise> cannot also be <hypothesis>"

"<hypothesis> cannot also be <premise>"
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"either <premise> or <hypothesis>"

"either <premise> or <hypothesis> not both at the same time"

"<premise> or <hypothesis> not both at the same time".

B Architecture of EXPLAINTHENPREDICTATTENTION

Our attention model EXPLAINTHENPREDICTATTENTION is composed of two identical but separate
modules for premise and hypothesis. We fix the number of attended tokens at 84, the maximum
length of a sentence in SNLI. We denote by h

p
t and hh

t the bidirectional embeddings of the premise

and hypothesis at timestep t. We denote by hdec
τ the decoder hidden state at timestep τ , which we

refer to as the context of the attention.

We use 3 couples of linear projections followed by tanh non-linearities as follows:

We project each timestep of the encoder for premise and hypothesis:

proj1pt = tanh(W 1

p h
p
t + b1p)

proj1ht = tanh(W 1

hh
h
t + b1h).

We separately project the context vector, that is, the hidden vector of the decoder at each timestep,
before doing its dot product with the tokens of the premise and hypothesis:

projc,pτ = tanh(W c
ph

dec
τ + bcp)

projc,hτ = tanh(W c
hh

dec
τ + bch).

At each decoding timestep τ , we do the dot product between the projections of the context with all
the timesteps of the premise and hypothesis, respectively:

w̃t
p,τ

=< projc,pτ , proj1pt >

w̃t
h,τ

=< projc,hτ , proj1ht > .

The final attention weights are computed from a softmax over the non-normalized weights:

w
p,τ
t = Softmax(w̃t

p,τ
)

w
h,τ
t = Softmax(w̃t

h,τ
).

We use another couple of projections for the embeddings of the tokens of premise and hypothesis,
before we apply the weighted sum.

proj2pt = tanh(W 2

p h
p
t + b2p)

proj2ht = tanh(W 2

hh
h
t + b2h).

Finally, we compute the weighted sums for premise and hypothesis:

pτ =
∑

t

w
p,τ
t proj2pt

hτ =
∑

t

w
h,τ
t proj2ht .

At each timestept τ , we concatenate pτ and hτ with the word embedding from the previous timestep
τ − 1 and give as input to our decoder.
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