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Encoding analysis

In addition to the decoding analysis reported in the main manuscript, an encod-
ing analysis was performed to investigate how accurately the stimulus-evoked
voxel responses in different brain areas in the visual cortex can be predicted as
a linear combination of the latent features.

Twenty-six regions of interest (ROIs) in the visual cortex were defined based
on the HCP MMP 1.0 parcellation [1]. These ROIs were projected from the HCP
MMP 1.0 parcellation to the native functional volumetric space via the fsaverage
surface space, native surface space and native anatomical volumetric space.

The analysis was performed on the average functional data of the two sub-
jects. The data were averaged after further projecting each ROI from the native
functional space of the individual subjects to a common functional space via hy-
peralignment [2].

A ridge regression model per voxel was estimated on the training set. The
regularization coefficients of the models were selected with leave-one-out cross-
validation. The models were evaluated on the test set. Model performance
was defined as the Pearson correlation coefficient between the observed and
predicted voxel responses.

Table 1 shows the summary statistics of the model performance for each
ROI. Figure 1 shows the histograms of the model performance for each ROI. As
expected, performance was higher (≥ 0.10) in certain downstream (V3CD, LO2,
LO3, V4t), face-selective (PIT) and ventral (V8) areas. Interestingly, this was
also the case in V1 (primary) and V3B (dorsal), but not in FFC (face-selective).
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Figure 1: Histograms of the model performance over individual voxels in each
ROI.
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