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Abstract
This paper explores image caption generation using conditional variational auto-
encoders (CVAEs). Standard CVAEs with a fixed Gaussian prior yield descriptions
with too little variability. Instead, we propose two models that explicitly structure
the latent space around K components corresponding to different types of image
content, and combine components to create priors for images that contain multiple
types of content simultaneously (e.g., several kinds of objects). Our first model
uses a Gaussian Mixture model (GMM) prior, while the second one defines a novel
Additive Gaussian (AG) prior that linearly combines component means. We show
that both models produce captions that are more diverse and more accurate than
a strong LSTM baseline or a “vanilla” CVAE with a fixed Gaussian prior, with
AG-CVAE showing particular promise.

1 Introduction

Automatic image captioning [9, 11, 18–20, 24] is a challenging open-ended conditional generation
task. State-of-the-art captioning techniques [23, 32, 36, 1] are based on recurrent neural nets with
long-short term memory (LSTM) units [13], which take as input a feature representation of a provided
image, and are trained to maximize the likelihood of reference human descriptions. Such methods are
good at producing relatively short, generic captions that roughly fit the image content, but they are
unsuited for sampling multiple diverse candidate captions given the image. The ability to generate
such candidates is valuable because captioning is profoundly ambiguous: not only can the same image
be described in many different ways, but also, images can be hard to interpret even for humans, let
alone machines relying on imperfect visual features. In short, we would like the posterior distribution
of captions given the image, as estimated by our model, to accurately capture both the open-ended
nature of language and any uncertainty about what is depicted in the image.

Achieving more diverse image description is a major theme in several recent works [6, 14, 27, 31, 35].
Deep generative models are a natural fit for this goal, and to date, Generative Adversarial Models
(GANs) have attracted the most attention. Dai et al. [6] proposed jointly learning a generator to
produce descriptions and an evaluator to assess how well a description fits the image. Shetty et
al. [27] changed the training objective of the generator from reproducing ground-truth captions to
generating captions that are indistinguishable from those produced by humans.

In this paper, we also explore a generative model for image description, but unlike the GAN-style
training of [6, 27], we adopt the conditional variational auto-encoder (CVAE) formalism [17, 29].
Our starting point is the work of Jain et al. [14], who trained a “vanilla” CVAE to generate questions
given images. At training time, given an image and a sentence, the CVAE encoder samples a latent z
vector from a Gaussian distribution in the encoding space whose parameters (mean and variance)
come from a Gaussian prior with zero mean and unit variance. This z vector is then fed into a decoder
that uses it, together with the features of the input image, to generate a question. The encoder and the
decoder are jointly trained to maximize (an upper bound on) the likelihood of the reference questions
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Figure 1: Example output of our proposed AG-CVAE approach compared to an LSTM baseline
(see Section 4 for details). For each method, we show top five sentences following consensus
re-ranking [10]. The captions produced by our method are both more diverse and more accurate.

Object Labels: ÔpersonÕ
AG-CVAE sentences:
a man and a woman standing in a room
a man and a woman are playing a game
a man standing next to a woman in a room
a man standing next to a woman in a Þeld
a man standing next to a woman in a suit

AG-CVAE sentences:
a man and a woman playing a video game
a man and a woman are playing a video game
a man and woman are playing a video game
a man and a woman playing a game with a remote
a woman holding a nintendo wii game controller

AG-CVAE sentences:
a man and a woman sitting on a bus
a man and a woman sitting on a train
a man and woman sitting on a bus
a man and a woman sitting on a bench
a man and a woman are sitting on a bus

AG-CVAE sentences:
a man and a woman sitting on a train
a woman and a woman sitting on a train
a woman sitting on a train next to a train
a woman sitting on a bench in a train
a man and a woman sitting on a bench

Object Labels: ÔpersonÕ, ÔremoteÕ

Object Labels: ÔpersonÕ,ÔbusÕ

Object Labels: ÔpersonÕ, ÔtrainÕ

Figure 2: Illustration of how our additive latent space structure controls the image description process.
Modifying the object labels changes the weight vectors associated with semantic components in
the latent space. In turn, this shifts the mean from which the z vectors are drawn and modifies the
resulting descriptions in an intuitive way.

given the images. At test time, the decoder is seeded with an image feature and different z samples,
so that multiple z’s result in multiple questions.

While Jain et al. [14] obtained promising question generation performance with the above CVAE
model equipped with a fixed Gaussian prior, for the task of image captioning, we observed a tendency
for the learned conditional posteriors to collapse to a single mode, yielding little diversity in candidate
captions sampled given an image. To improve the behavior of the CVAE, we propose using a set of K
Gaussian priors in the latent z space with different means and standard deviations, corresponding to
different “modes” or types of image content. For concreteness, we identify these modes with specific
object categories, such as ‘dog’ or ‘cat.’ If ‘dog’ and ‘cat’ are detected in an image, we would like to
encourage the generated captions to capture both of them.

Starting with the idea of multiple Gaussian priors, we propose two different ways of structuring
the latent z space. The first is to represent the distribution of z vectors using a Gaussian Mixture
model (GMM). Due to the intractability of Gaussian mixtures in the VAE framework, we also
introduce a novel Additive Gaussian (AG) prior that directly adds multiple semantic aspects in the
z space. If an image contains several objects or aspects, each corresponding to means µk in the
latent space, then we require the mean of the encoder distribution to be close to a weighted linear
combination of the respective means. Our CVAE formulation with this additive Gaussian prior
(AG-CVAE) is able to model a richer, more flexible encoding space, resulting in more diverse and
accurate captions, as illustrated in Figure 1. As an additional advantage, the additive prior gives us an
interpretable mechanism for controlling the captions based on the image content, as shown in Figure
2. Experiments of Section 4 will show that both GMM-CVAE and AG-CVAE outperform LSTMs
and “vanilla” CVAE baselines on the challenging MSCOCO dataset [5], with AG-CVAE showing
marginally higher accuracy and by far the best diversity and controllability.

2 Background

Our proposed framework for image captioning extends the standard variational auto-encoder [17]
and its conditional variant [29]. We briefly set up the necessary background here.

Variational auto-encoder (VAE): Given samples x from a dataset, VAEs aim at modeling the data
likelihood p(x). To this end, VAEs assume that the data points x cluster around a low-dimensional
manifold parameterized by embeddings or encodings z. To obtain the sample x corresponding to an
embedding z, we employ the decoder p(xjz) which is often based on deep nets. Since the decoder’s
posterior p(zjx) is not tractably computable we approximate it with a distribution q(zjx) which is
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