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Abstract

We present a framework for ef�cient perceptual inference that explicitly reasons
about the segmentation of its inputs and features. Rather than being trained for
any speci�c segmentation, our framework learns the grouping process in an unsu-
pervised manner or alongside any supervised task. We enable a neural network to
group the representations of different objects in an iterative manner through a dif-
ferentiable mechanism. We achieve very fast convergence by allowing the system
to amortize the joint iterative inference of the groupings and their representations.
In contrast to many other recently proposed methods for addressing multi-object
scenes, our system does not assume the inputs to be images and can therefore di-
rectly handle other modalities. We evaluate our method on multi-digit classi�cation
of very cluttered images that require texture segmentation. Remarkably our method
achieves improved classi�cation performance over convolutional networks despite
being fully connected, by making use of the grouping mechanism. Furthermore,
we observe that our system greatly improves upon the semi-supervised result of a
baseline Ladder network on our dataset. These results are evidence that grouping
is a powerful tool that can help to improve sample ef�ciency.

1 Introduction

Figure 1: An example of per-
ceptual grouping for vision.

Humans naturally perceive the world as being structured into different
objects, their properties and relation to each other. This phenomenon
which we refer to as perceptual grouping is also known as amodal
perception in psychology. It occurs effortlessly and includes a seg-
mentation of the visual input, such as that shown in in Figure 1. This
grouping also applies analogously to other modalities, for example
in solving the cocktail party problem (audio) or when separating the
sensation of a grasped object from the sensation of �ngers touching
each other (tactile). Even more abstract features such as object class,
color, position, and velocity are naturally grouped together with the
inputs to form coherent objects. This rich structure is crucial for many
real-world tasks such as manipulating objects or driving a car, where
awareness of different objects and their features is required.

In this paper, we introduce a framework for learning ef�cient itera-
tive inference of such perceptual grouping which we calliTerative
Amortized Grouping(TAG). This framework entails a mechanism for
iteratively splitting the inputs and internal representations into several
different groups. We make no assumptions about the structure of this
segmentation and rather train the model end-to-end to discover which
are the relevant features and how to perform the splitting.
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