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Abstract

In this paper, we study the problem of answering visual analogy questions. These
questions take the form of image A is to image B as image C is to what. Answer-
ing these questions entails discovering the mapping from image A to image B and
then extending the mapping to image C and searching for the image D such that
the relation from A to B holds for C to D. We pose this problem as learning an em-
bedding that encourages pairs of analogous images with similar transformations to
be close together using convolutional neural networks with a quadruple Siamese
architecture. We introduce a dataset of visual analogy questions in natural images,
and show first results of its kind on solving analogy questions on natural images.

1 Introduction

Analogy is the task of mapping information from a source to a target. Analogical thinking is a
crucial component in problem solving and has been regarded as a core component of cognition [1].
Analogies have been extensively explored in cognitive sciences and explained by several theories
and models: shared structure [1], shared abstraction [2], identity of relation, hidden deduction [3],
etc. The common two components among most theories are the discovery of a form of relation or
mapping in the source and extension of the relation to the target. Such a process is very similar to
the tasks in analogy questions in standardized tests such as the Scholastic Aptitude Test (SAT): A is
to B as C is to what?

In this paper, we introduce VISALOGY to address the problem of solving visual analogy questions.
Three images Ia, Ib, and Ic are provided as input and a fourth image Id must be selected such that
Ia is to Ib as Ic is to Id. This involves discovering an extendable mapping from Ia to Ib and then
applying it to Ic to find Id. Estimating such a mapping for natural images using current feature
spaces would require careful alignment, complex reasoning, and potentially expensive training data.
Instead, we learn an embedding space where reasoning about analogies can be performed by simple
vector transformations. This is in fact aligned with the traditional logical understanding of analogy
as an arrow or homomorphism from source to the target.

Our goal is to learn a representation that given a set of training analogies can generalize to unseen
analogies across various categories and attributes. Figure 1 shows an example visual analogy ques-
tion. Answering this question entails discovering the mapping from the brown bear to the white
bear (in this case a color change), applying the same mapping to the brown dog, and then searching
among a set of images (the middle row in Figure 1) to find an example that respects the discovered
mapping from the brown dog best. Such a mapping should ideally prefer white dogs. The bottom
row shows a ranking imposed by VISALOGY.

We propose learning an embedding that encourages pairs of analogous images with similar mappings
to be close together. Specifically, we learn a Convolutional Neural Network (CNN) with Siamese
quadruple architecture (Figure 2) to obtain an embedding space where analogical reasoning can be

1



�� ���� ��

�����������������	�
�����������
�����������������	���
�������������
�����������	���
����

���������
���������������	���
����

������
�������	�������	�������
���������	�����������������������������������	�����������	�������	�
�������������	��������������������

������

Figure 1: Visual analogy question asks for a missing image I d given three images I a ; I b; I c in the analogy
quadruple. Solving a visual analogy question entails discovering the mapping from I a to I b and applying it
to I c and search among a set of images (the middle row) to find the best image for which the mapping holds.
The bottom row shows an ordering of the images imposed by VISALOGY based on how likely they can be the
answer to the analogy question.

done with simple vector transformations. Doing so involves fine tuning the last layers of our network
so that the difference in the unit normalized activations between analogue images is similar for image
pairs with similar mapping and dissimilar for those that are not. We also evaluate VISALOGY on
generalization to unseen analogies. To show the benefits of the proposed method, we compare
VISALOGY against competitive baselines that use standard CNNs trained for classification. Our
experiments are conducted on datasets containing natural images as well as synthesized images and
the results include quantitative evaluations of VISALOGY across different sizes of distractor sets.
The performance in solving analogy questions is directly affected by the size of the set from which
the candidate images are selected.

In this paper we study the problem of visual analogies for natural images and show the first results
of its kind on solving visual analogy questions for natural images. Our proposed method learns
an embedding where similarities are transferable across pairs of analogous images using a Siamese
network architecture. We introduce Visual Analogy Question Answering (VAQA), a dataset of nat-
ural images that can be used to generate analogies across different objects attributes and actions of
animals. We also compile a large set of analogy questions using the 3D chair dataset [4] contain-
ing analogies across viewpoint and style. Our experimental evaluations show promising results on
solving visual analogy questions. We explore different kinds of analogies with various numbers of
distracters, and show generalization to unseen analogies.

2 Related Work

The problem of solving analogy questions has been explored in NLP using word-pair connec-
tives [5], supervised learning [6, 7, 8], distributional similarities [9], word vector representations
and linguistic regularities [10], and learning by reading [11].

Solving analogy questions for diagrams and sketches has been extensively explored in AI [12].
These papers either assume simple forms of drawings [13], require an abstract representation of
diagrams [14], or spatial reasoning [15]. In [16] an analogy-based framework is proposed to learn
‘image filters’ between a pair of images to creat an ‘analogous’ filtered result on a third image.
Related to analogies is learning how to separate category and style properties in images, which has
been studied using bilinear models [17]. In this paper, we study the problem of visual analogies for
natural images possessing different semantic properties where obtaining abstract representations is
extremely challenging.

Our work is also related to metric learning using deep neural networks. In [18] a convolutional
network is learned in a Siamese architecture for the task of face verification. Attributes have been
shown to be effective representations for semantical image understanding [19]. In [20], the relative
attributes are introduced to learn a ranking function per attribute. While these methods provide an
efficient feature representation to group similar objects and map similar images nearby each other in
an embedding space, they do not offer a semantic space that can capture object-to-object mapping
and cannot be directly used for object-to-object analogical inference. In [21] the relationships be-
tween multiple pairs of classes are modeled via analogies, which is shown to improve recognition
as well as GRE textual analogy tests. In our work we learn analogies without explicity considering
categories and no textual data is provided in our analogy questions.

Learning representations using both textual and visual information has also been explored using
deep architectures. These representations show promising results for learning a mapping between
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