This document contains derivations and other supplemental information for the NIPS 2012 submis-
sion, “Variational Inference for Crowdsourcing”.

A Derivation of the Belief Propagation Algorithm

A.1 Sum-product Belief Propagation

We derive the belief propagation algorithm (15) in Theorem 3.1.
Theorem 3.1.
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elementary symmetric polynomials in variables {exp(Li/jxi/_)j)}i/eNj\i, that is, e =
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Proof. First, by update (5), we have
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Similar derivation applies to update (7). We just need to consider the update (6) in the following.

For a given z, Wedeﬁne./\/;{i[ 2] ={i' € Nj\i: 2o = Lirj}. Let Ay, := {2, ¢ | J\l[ z]| = k}. By
update (6) we have,
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where C'is a constant, C = (Hz‘/eN-\. mfﬂj (—Lys;)). Similarily, one can show that
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Therefore, we have
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The proof is completed. O

It remains a problem to calculate the elementary symmetric polynomials e;. Here we present a
divide and conquer algorithm with a running time of O(~; (log;)?). Note that e, is the k-th coef-
ficient of polynomial H;’;al(z + %), where e” = exp(z,;— ;). We divide the polynomial into a
product of two polynomials,
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Since the merging step requires a polynomial multiplication, which is solved by fast Fourier trans-
formation with O(v; log 7;), by the master theorem, we get a total cost of O(7;(logy;)?).

A more straightforward algorithm can be derived via dynamic programming, but with a higher cost
of O(73). Let e(k, n) be the k-th symmetric polynomial of the first n numbers of {z }i7c ;. ,; one
can calculate e, through the recursive formula e(k,n) = e(k,n — 1)e® + e(k,n).

A.2 Max-product Belief Propagation

Similarly to the sum-product BP that we focus on in the main text, one can derive an effi-
cient max-product belief propagation to find the joint maximum a posterior configuration, z =
arg max, p(z|L, 8), which minimizes the block-wise error rate prob[3i : z; # Z;] instead of the bit-
wise error rate % > €[] prob[z; # Z;]. The max-product belief propagation update, in its general
form, is
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Similarly to Theorem 3.1, max-product BP can be performed efficiently by exploiting the special
structure of the high order potential 1) (zx, ).

Theorem A.1.
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and 31 = diem, L”yfilj where vy, = eXp(Zf;:O T[n)) and xpy) is the n-th largest number in
{Lirjxisj}iren,,- In the end, the true labels are decoded as 2] = sign[#}].

The main cost of (12) is for sorting {Li/jxiqj}irej\/j\i, requiring a running time of O(~; log~;);
this is slightly faster than sum-product BP, which requires O(v;(log v;)?). See Tarlow et al. [2010]
for a similar derivation and more general treatment of structured high-order potentials.



B Extensions of Belief Propagation

Compared to KOS, our BP algorithm is derived using a principled Bayesian paradigm, and hence
can be easily extended to more general models and cases beyond the assumptions made in the paper.
In this section, we show in detail how to extend the BP algorithm to work on the two-coin worker-
error model, to estimate the hyperparameters of the algorithmic priors, and to incorporate additional
task features and other side information.

B.1 Extending to the Two-Coin Model

In the paper, we initially assumed that the sensitivities equals the specificities, i.e., ¢; = s; = ;.
Here we extend the BP algorithm to the more general case when s; and ¢; are defined separately.

Assume s; and t; independently follow two beta priors, i.e., p(s;|0) s;?‘s_l(l — s;)%~1 and
p(t;6) t?”l(l — t;)P*~1. The 1;(2x;,) defined in (4) becomes
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—1,z; = =1}, c12 = Zie/\f,- I[L;; = 1,2 = —1]. In addition, let 'y;f = ZyeN] I[L;; = 1] and
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where we rewrite 1 (zx;) as 1(c11, c22) (with a slight abuse of notation), because ¢;(zxr, ) depends
on zy; only through c11 and ca2, the true positive and true negative counts. Similar to Theorem 3.1,
one can show that belief propagation (6) can be reduced to
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where 77, = Sy cne MLy = 1 and 57, = Yy Ty = ~1J; and {¢; ) and {e; } are the
symmetric polynomials of the {exp(L;;xi;): 7" € Nj;, Lirj = 1} and {exp(Lirjzij): 3" €
J\/'j\i, L;; = —1}, respectively. Each step of the above update requires a running time of O(Vj_ ’y;' +

v (logyt)? + 7; (log 77)?). The update for z;_,; and the decoding step remain the same as in
Theroem 3.1.

B.2 Learning the hyper-parameters via EM

The optimal choice of the algorithmic prior p(g;|¢) in BP (15) should match the true data prior.
One can adopt an empirical Bayesian approach to estimate the hyper-parameters 6 from the data.
Here we present an EM algorithm for estimating the hyper-parameters 6, that alternates between
performing the belief propagation (15) (E-step) and adjusting the parameters via maximizing the
expected marginal likelihood (M-step).

The EM algorithm, in its general form, is
E-step: Q(0]0°'Y) = E.[log p(z|L, 0)|6°'%], M-step: A" = arg max Q(0]6°%).
0

The E-step in our case is performed by running the belief propagation algorithm. First, we approx-
imate the posterior distribution p(zuy, |L, 0°¢) with belief b5'*(zx;,) on the factor nodes, defined
by
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where m¢'¢; are the messages of belief propagation when 6 = §°/¢. The E-step becomes
Q(016") = E-[log p(=|L, 0)[6°] = > | > 07 (2;,) log s (an | L, 6). (13)
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Similar to Theorem 3.1, one can calculate (13) in terms of the elementary symmetric polynomials
er; one can show that
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The M-step in our case can be efficiently solved using standard numerical methods. For example,
when the algorithmic priors of ¢; is Beta(a, 3) where § = [a, 8], one can show that Q(6]¢°!9)
equals (up to a constant) the log-likelihood of Beta-binomial distribution, and can be efficiently
maximized using standard numerical methods.

The E-step above takes a soft combination of the posterior evidence. An alternative is to use hard-
EM, which replaces the E-step with

E-step (hard-EM): Q(6]6°'%) = log p(2°'|L, 9),
where 2°!¢ are the estimated labels via belief propagation on § = 0°/Y. The hard-EM form is very

intuitive; it iteratively estimates the labels with belief propagation, and fits the hyper-parameters
imputed with the labels found by the last estimation.
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Note that this form of EM (in the outer loop) for estimating the hyper-parameters is different from
EM (in the inner loop) of Dawid and Skene [1979], Smyth et al. [1995], Raykar et al. [2010], which
maximizes g; with fixed hyper-parameter 0; it is closer to the SpEM of Raykar and Yu [2012],
which also estimates a hyper-parameter with ¢; marginalized, but uses a different EM and Laplacian
approximation in the inner loop.

B.3 Incorporating Task Features

In some cases the tasks are associated with known features that provide additional information about
the true labels, and the problem is formulated as a supervised learning task with crowdsourced
(redundant but noisy) labels [Raykar et al., 2010]. Our method can be easily extended to these cases
by representing the task features as singleton potentials on the variables nodes in the factor graph,
that is, the posterior distribution (4) is modified to

p(z|F,L79,w) = Hp(zllflvw) H'I/J(Z_/\/J),

where F' = {f;: j € [N]} are the features of the tasks, and w are the regression coefficients. Our
belief propagation works here with only minor modification. The regression coefficient w, together
with the hyper-parameter 6, can be estimated using the EM algorithm we discussed above.

B.4 Incorporating Partially Known Ground Truth

In case the ground truth labels of some tasks are known, these labels can help the prediction of the
other tasks via a “wave effect”, propagating information about the reliabilities of their associated
workers. Our algorithm can also be easily extended to this case.

Specifically, assume the ground truth labels of a subset of tasks G € [N] are known, e.g., zg = 2.
Let &; be the number of tasks in G that worker j labels correctly. To predict the remaining labels,
one can simply modify the BP algorithm (15) into
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where the messages are passed only between the workers and the tasks with unknown labels. In-
tuitively, the known ground truth provides scores (in term of ¢&;) of the workers who have labeled
them, which are used as “prior” information for predicting the remaining labels.
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