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Abstract

We introduce the Gamma-Exponential Process (GEP), a prior over a large fam-
ily of continuous time stochastic processes. A hierarchical version of this prior
(HGEP; the Hierarchical GEP) yields a useful model for analyzing complex time
series. Models based on HGEPs display many attractive properties: conjugacy,
exchangeability and closed-form predictive distribution for the waiting times, and
exact Gibbs updates for the time scale parameters. After establishing these prop-
erties, we show how posterior inference can be carried efficiently using Particle
MCMC methods [1]. This yields a MCMC algorithm that can resample entire se-
quences atomically while avoiding the complications of introducing slice and stick
auxiliary variables of the beam sampler [2]. We applied our model to the problem
of estimating the disease progression in multiple sclerosis [3], and to RNA evo-
lutionary modeling [4]. In both domains, we found that our model outperformed
the standard rate matrix estimation approach.

1 Introduction

The application of non-parametric Bayesian techniques to time series has been an active field in the
recent years, and has led to many successful continuous time models. Examples include Depen-
dent Dirichlet Processes (DDP) [5], Ornstein-Uhlenbeck Dirichlet Processes [6], and stick-breaking
autoregressive processes [7]. One property of these models is that they are forgetful, meaning that
the effect of an observation at time ¢ on a prediction at time ¢ + s will decrease as s — co. More
formally, DDPs and their cousins can be viewed as priors over transient processes (see Section A of
the Supplementary Material).

In some situations, emphasizing the short term trends is desirable, for example for the analysis of
financial time series. However, in other situations, this behavior does not use the data optimally.

As a concrete example of the type of time series we are interested in, consider the problem of
modeling the progression of recurrent diseases such as multiple sclerosis. Recurrent diseases are
characterized by alternations between relapse and remission periods, and patients can undergo this
cycle repeatedly. In multiple sclerosis research, measuring the effect of drugs in the presence of
these complex cycles is challenging, and is one of the applications that motivated this work.

The data available to infer the disease progression typically takes the form of summary measure-
ments taken at different points in time for each patient. We model these measurements as being
conditionally independent given a continuous time non-parametric latent process. The main options
available for this type of situation are currently limited to parametric Bayesian models [8], or to
non-Bayesian models [9].

In this work, we propose a family of models, Gamma-Exponential Processes (GEPs), that fills this
gap. GEPs are based on priors over recurrent, infinite rate matrices specifying a jump process in a
latent space.

It is informative to start by a preview of what the predictive distributions look like in GEP models.
Indeed, an advantage of GEPs is that they have simple predictive distributions, a situation remi-



niscent of the theory of Dirichlet Processes, in which the simple predictive distributions (given by
the Chinese Restaurant Process (CRP)) were probably an important factor behind their widespread
adoption in Bayesian non-parametric statistics.

Suppose that the hidden state at the current time step is 6, and that we are interested in the distribution
over the waiting time ¢ before the next jump to a different hidden state (we will come back to the
predictive distribution over what this next state is in Section 3, showing that it has the form of a
CRP). Let t4, to, ..., t, denote the previous, distinct waiting times at §. The predictive distribution
is then specified by the following density over the positive reals:
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where T is the sum over the ¢;’s, and «ay, 5y are parameters. It can be checked that this yields an
exchangeable distribution over the sequences of waiting times at ¢ (if forms a telescoping product—
see the proof of Proposition 5 in the Supplementary Material). By de Finetti’s theorem, there is
therefore a mixing prior distribution. We identify this prior in Section 3, and use it to build a
powerful hierarchical model in Section 4. As we will see, this hierarchical model displays many
attractive properties: conjugacy, exchangeability and closed-form predictive distributions for the
waiting times, and exact Gibbs updates for the time scale parameters. Moreover it admits efficient
inference algorithms, described in Section 5.

In addition to the connection to DDPs mentioned above, our models are also related to the infi-
nite Hidden Markov Model (iHMM) [10] and to the more general Sticky-HDP-HMM [11], which
are both based on priors over discrete time processes. While continuous-time analogues of these
discrete time processes can be constructed by subordination, we discuss in Section C of the Sup-
plementary Material the differences and advantages of GEPs compared to these subordinations. A
similar argument holds for factorial extensions of the infinite HMM [12].

Gamma (Moran) Processes [13], a building block for our process, have been used in non-parametric
Bayesian statistics, but in different contexts, for example in survival analysis [14], spatial statistics
[15], and for modeling count data [16].! Note also that the gamma-exponential process introduced
here is unrelated to the exponential-gamma process [18].

2 Background and notation

While our process can be defined on continuous state spaces, the essential ideas can be described
over countable state spaces. We therefore focus in this section on reviewing Continuous Time
Markov Processes (CTMPs) over a countably infinite state space.

These CTMPs can be characterized by an infinite matrix g; ; where the off-diagonal entries are non-
negative and each row sums to zero (i.e. the diagonal entries are negative and with magnitude equal
to the sum of the off-diagonal row entries). Samples from these processes take the form of a list
of pairs of states and waiting times X = (6, J,,))_, (see Figure 1(a)). We will call each pair of
that form a (hidden) event. Typically, only a function ) of the events is available. For example,
measurements could be taken at fixed or random time intervals. We will come back to the partially

observed sequences setup in Section 5.

To simulate a sequence of events given parameters Q) = (g; ;), we use the standard Doob-Gillespie
algorithm: conditioning on the current state having index ¢, 0y = 7, the waiting time before the next
jump is exponentially distributed Jy1|(@n = i) ~ Exp(—¢;;), and the index j # ¢ of the next
state 01 is selected independently with probability proportional to p(j) = ¢; ; 1[¢ # j].

The goal of this work is to develop priors on such infinite rate matrices that are both flexible and easy
to work with. To do that, we first note that the off-diagonal elements of each row ¢ can be viewed
as a positive measure f;. Note that the normalization of this measure in not equal to one in general.
We will denote the normalization constant of measures by ||¢|| and the normalized measures by

a= /]|l

'The terminology “Moran Gamma Process” is from Kingman (e.g. in [17]). It is the same process as the
Gamma process used in e.g. [15], except that we have one more degree of freedom in the parameterization (the
rate; this is because ours is not destructively normalized).
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Figure 1: (a) An illustration of our notation for samples from CTMPs. We assume the state space () is
countable. The notation for the observations Y (¢1), ..., Y (tg) is described in Section 5. (b) Graphical model
for the hierarchical model of Section 4. For simplicity we only show a single .J and 6.

To get a conjugate family, we will base our priors on Moran Gamma Processes (MGPs) [13], a
family of measure-valued probability distributions. MGPs have three parameters: (1) A positive
real number ag > 0, called the concentration or shape parameter, (2) A probability distribution
Py : Fo — [0, 1] called the base probability distribution, (3) A positive real number 3y > 0, called
the rate parameter. Alternatively, the first two parameters can be grouped into a single finite base
measure parameter Hy = agFPy.

Recall that by the Kolmogorov consistency theorem, in order to guarantee the existence of a stochas-
tic process on a probability space (', Fq), it is enough to provide a consistent definition of what
the marginals of this stochastic process are. As the name suggest, in the case of a Moran Gamma
process, the marginals are gamma distributions:

Definition 1 (Moran Gamma Process). Let Hy, 3o be of the types listed above. We say that | :
Far — (Fa — [0,00)) is distributed according to the Moran Gamma process distribution, denoted
by u ~ MGP(Hy, Bo), if for all measurable partitions of Q, (A1, ..., Ax), we have: *

(,u(Al), /.L(AQ), . ,/.I,(AK)) ~ Gamma(Ho(Al),ﬂo) X X Gamma(Ho(Ak), ,60)

3 Gamma-Exponential Process

We can now describe the basic version of our model, the Gamma-Exponential Process (GEP). In the
next section, we will move to a hierarchical version of this model.

In GEPs, the rows of a rate matrix () are obtained by a transformation of iid samples from an MGP,
and the states are then generated from () with the Doob-Gillespie algorithm described in the previous
section. In this section we show that this model is conjugate and has a closed form expression for
the predictive distribution.

Let H( be a base measure on a countable support £ with || Hy|| < co. We will relax the countable
base measure support assumption in the next section. The GEP is formally defined as follows:

iid

o ~ MGP(Ho, o) VO € Q
On+1|X, {potoca ~ oy
JNJrl‘X7 {petoca ~ Exp (||uoy ||)

To understand the connection with the Doob-Gillespie process, note that a rate matrix can be ob-
tained by arbitrarily ordering Q = 01, 0 ... and setting:® ¢; ; = pp) ({#9)}) if i # j, and

2We use the rate parameterization for the gamma density throughout.

3Note that the GEP as defined above can generate self-transitions, but conditioning on the parameters, the
jump waiting times are still exponential. However for computing predictive distributions, it will be simpler to
allow positive self-transitions rates.



lgr ]l (Bger ({i}) — 1) otherwise. In order to model the initial distribution without cluttering the
notation, we assume there is a special state ., always present at the beginning of the sequence, and
only at the beginning. In other words, we always condition on (6y = 6ee) and (0, # Opeg,n > 0),
and drop these conditioning events from the notation. Similarly, we are going to consider distribu-
tion over infinite sequences in the notation that follows, but if the goal is to model finite sequences,
an additional special state feng 7# Ope can be introduced. We would then condition on (n 11 = Oend)
and (6, # Oena,n € {1,..., N}), and set the total rate for the row corresponding to eyq to zero.

Next, we show that the posterior of each row, pg|X, is also MGP distributed with updated param-
eters. We assume that all the states are observed for now, and treat the partially observed case in
Section 5.

The sufficient statistics for the parameters of 19| X are the empirical transition measures and waiting
times:

N N
Fop=> 1001 =0]b,, Ty = 10n1=0] Ju.
n=1 n=1

Proposition 2. The Gamma-Exponential Process (GEP) is a conjugate family, pg|lX ~
MGP (up, By) , where ujy = Fp + Hy and B = Ty + fo.

Note that the 1, are unnormalized versions of the posterior parameters of a Dirichlet process. This
connexion with the Dirichlet process is used in the proof below, and also implies that samples from
GEPs have countable support even when (2 is uncountable (i.e. the chain will always visit a random
countable subset of ). For the proof of proposition 2, we will need the following elementary
lemma:

Lemma 3. If V ~ Beta(a,b) and W ~ Gamma(a + b,c¢) are independent, then VW ~
Gamma(a, c).

See for example [19] for a survey of standard beta-gamma algebra results such as the one stated in
this lemma. We now prove the proposition:

Proof. Fix an arbitrary state 6 and drop the index for simplicity (this is without loss of generality
since the rows are iid): let u = pg, ' = p1y, and 5’ = ;.

Let (A44,..., Ak) be a measurable partition of 2. By the Kolmogorov consistency theorem, it is
enough to show that for all such partition,

(M(A1)>/J’(A2)7 sy U(AK))lX ~ Gamma(ul(Al)a ﬁl) XX Gamma(ﬂl(Ak)v ﬁ’)

Assume for simplicity that K = 2 (the argument can be generalized to K > 2 without difficulties),
and let 'y = p(A41),To = ||u||. By elementary properties of Gamma distributed vectors, if we let
V =T1/Ty, W =Ty, then V ~ Beta(Hy(A1), Ho(As)), W ~ Gamma(«yg, fp), and V, W are in-
dependent (both conditionally on X and unconditionally). By beta-multinomial conjugacy, we also
have (V|X) = (V|64,...,0n) ~ Beta(y/' (A1), ' (As2)), and by gamma-exponential conjugacy,
we have W|X ~ Gammal(||y/||, 5).

Using the lemma with a = p/(A41),b = ' (As),c = ', we finally get that (u(A41)|X)
(VW|X) ~ Gamma(u' (A1), 8"), which concludes the proof.

ol

We now turn to the task of finding an expression for the predictive distribution, (Ox 41, Jn+1)|X.
We will need the following family of densities (see Section F for more information):

Definition 4 (Translated Pareto). Let o > 0, 8 > 0. We say that a random variable T is translated-
Pareto, denoted T ~ TP («, B), if it has density:

1t > 0]aB”

f(t) - (t+ﬂ)a+l . (1)

Proposition 5. The predictive distribution of the GEP is given by:

(On+1, In+1)|X ~ i X TP(|loy |l Boy)- )



Proof. By Proposition 2, it is enough to show that if 1 ~ MGP(Hy, 5o), 0|l ~ [, and J|p ~
Exp([|ul]), then (6, J) ~ f x TP(a, Bo), where ag = || Ho|.

Note first that we have (J|0) £ J by the fact that the minimum and argmin of independent expo-
nential random variables are independent. To get the distribution of J, we need to show that the
following integral is proportional to Equation (1):

p(t) o />O %" exp(—Box) - xexp(—axt) dz

oo I + 1)
- / e (=B + 1)) de = (2 COELL

Hence J ~ TP (a, Bo)- O
As a sanity check, and to connect this result with the discussion in the introduction, it is instructive

to directly check that these predictive distributions are indeed exchangeable (see Section B for the
proof):

Proposition 6. Let J;9,1), Jj0,2), - - - > Jj(9,K) be the subsequence of waiting times following state
0. Then the random variables Jjg 1), Jj,2),- - -, Jj0,K) are exchangeable. Moreover, the joint
density of a sequence of waiting times (J;9,1) = j1,Jj(0,2) = J2, - -+ Jj(0,5) = JK ) is given by:

1je > 0,k € {1,...., K})(a) x 52"
(Bo+ 41+ -+ jr)otK
where the Pochhammer symbol (), is defined as (), = x(z+1)---(x +n —1).

p(j17j27"'7.jK): (3)

4 Hierarchical GEP

In this section, we present a hierarchical version of the GEP, where the rows of the random rate
matrix are exchangeable rather than iid. Informally, the motivation behind this construction is to
have the rows share information on what states are frequently visited.

As with Hierarchical Dirichlet Processes (HDPs) [20], the hierarchical construction is especially
important when {2 is uncountable. For such spaces, since each GEP sample has a random countable
support, any two independent GEP samples will have disjoint supports with probability one. There-
fore, GEP alone cannot be used to construct recurrent processes when €2 is uncountable. Fortunately,
the hierarchical model introduced in this section addresses this issue: it yields a recurrent prior over
continuous time jump processes over both countable and uncountable spaces €2 (see Section A).

The hierarchical process is constructed by making the base measure parameter of the rows shared
and random. Formally, the model has the following form:

{ o ~ MGP(Ho,v0) { On41]X, {po}oca ~ fioy

polpo  ~ MGP (o, Bo) JN+1’X7 {petoca ~ Exp(||pay|l)-

In order to get a tractable predictive distribution, we introduce a set of auxiliary variables. These
auxiliary variables can be compared to the variables used in the Chinese Restaurant Franchise (CRF)
metaphor [20] to indicate when new tables are created in a given restaurant. In the HGEP, a restau-
rant can be understood as a row in the rate matrix, and tables, as groups of transitions to the same
destination state. These auxiliary variables will be denoted by A,,, where the event A,, = 1 means
informally that the n-th transition creates a new table. The variable takes value A,, = 0 otherwise.
See Section D in the Supplementary Material for a review of the CRF construction and a formal
definition of the auxiliary variables A,,.

We augment the sufficient statistics with empirical counts for the number of tables across all restau-

rants that share a given dish, G = ZnN:1 A, 09, , and introduce one additional auxiliary variable, the
normalization of the top level random measure, ||11o]|. This latter auxiliary variable has no equivalent
in CRFs. As in the previous section, the normalization of the lower level random measures || ||
will be marginalized. Finally, we let:

1 =G+ Ho pig = Fp + ||uoll 8"

where ﬁ/e(H) can be recognized as the mean parameter of the predictive distribution of the HDP.

We use the superscript (H) to disambiguate from the non-hierarchical case. The main result of this
section is (see Section B for the proof):
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Figure 2: Qualitative behavior of the prior

Proposition 7. The predictive distribution of the Hierarchical GEP (HGEP) is given by:

(On+1, Inve) (X LAY, Nuoll) ~ gt x TP(|lug ], Boy )-

on

To resample the auxiliary variable ||z]|, a gamma-distributed Gibbs kernel can be used (see Sec-
tion E of the Supplementary Material).

5 Inference on partially observed sequences

In this section, we describe how to approximate expectations under the posterior distribution of
GEPs, E[h(X)|))], for a test function h on the hidden events X given observations ). An example
of function h on these events is to interpolate the progression of the disease in a patient with Multiple
Sclerosis (MS) between two medical visits. We start by describing the form of the observations ).

Note that in most applications, the sequence of states is not directly nor fully observed. First, instead
of observing the random variables 6, inference is often carried from X'-valued random variables Y,
distributed according to a parametric family P indexed by the states § of the chain, P = {Lg :
Fx — [0,1],0 € Q}. Second, the measurements are generally available only for a finite set of
times 7. To specify the random variables in question, we will need a notation for the event index at

a given time ¢, I(¢) = min {N : Zgjll Ip > t} (see Figure 1, where I(t*) = N — 1), and for the
individual observations, Y (t)|X ~ Ly, . The set of all observed random variable is then defined
asy = (Y(tl), Y(tQ), . ,Y(tg) ity <tgya, {ti} = T) .

For simplicity, we assume in this section that P is a conjugate family with respect to Hy. Non-
conjugate models can be handled by incorporating the auxiliary variables of Algorithm 8 in [21].
We will describe inference on the model of Section 3. Extension to hierarchical models is direct (by
keeping track of an additional sufficient statistic G, as well as the auxiliary variables A, ||z0]])-

In general, there may be several exchangeable sequences from which we want to learn a model. For
example, we learned a model for MS disease progression by using time series from several patients.*
We denote the number of time series by K, each of the form

y® (Y(k)(t§k>)’y(k)(ték))7 LYy e o t;fﬁly{tgk)} = 7-<k>) , ke{l,...,K}.

At a high-level, our inference algorithm works by resampling the hidden events X (*) for one se-

quence k given the sufficient statistics of the other sequences, (F, é\k), Té\k)). This is done using a
Sequential Monte Carlo (SMC) algorithm to construct a proposal over sequences of hidden events.
Each particle in our SMC algorithm is a sequence of states and waiting times for the current se-
quence k. By using a Particle MCMC (PMCMC) method [1], we then compute an acceptance ratio

“Even in cases where there is a single long sequence, we recommend for efficiency reasons to partition the
sequence into subsequences. In this case our proposal can be viewed as a block update.



Datasets Results (mean error)

Name #sequences # datapoints  # heldout # characters Baseline EM  HGEP
Synthetic 1000 10000 878 4 0.703  0.404 0.446
MS 72 384 31 3 0516 0355 0.277
RNA 1000 6167 508 4 0.648  0.596 0.426

Table 1: Summary statistics and mean error results for the experiments. All experiments were repeated 5
times.

that makes this proposal a valid MCMC move. As we will see shortly, the acceptance is simply given
by a ratio of marginal likelihood estimators, which can be computed directly from the unnormalized
particle weights.

Formally, the proposal is based on M particles propagated from generation g = 0 up to generation
G, where G is equal to the number of measurements in the current sequence, G = |Y*)|. Each

particle X,,, o, m € {1,..., M} consists of a list of hidden events indexed by n, containing both

(hidden) states and waiting times: X, g = (0m,n, Jm,n)f:[;"l’g. The pseudocode for the SMC algo-

rithm, used for constructing the proposals, is presented in Figure 4 of the Supplementary Material.
The next step is to compute an acceptance probability for a proposed sequence of states X ik).

At each MCMC iteration, we assume that we store the value of the data likelihood estimates for
the accepted state sequences. These data likelihood estimates are computed from the unnormalized

weights 7, (described in Figure 4 of the Supplementary Material) as follows: L(*) = H?:1 Il
Let L(*) be the estimate for the previously accepted sequence of states for observed sequence k, and
let Lik) be the estimate for the current MCMC iteration. The acceptance probability for the new
sequence is given by min {1, Lﬁk)/L(k)} If it is accepted, we set L(®) = L),

6 Experiments

In this section we present the results of our experiments. First, we demonstrate the behavior of state
trajectories and sojourn times sampled from the prior to give a qualitative idea of the range of time
series that can be captured by our model. Second, we evaluate quantitatively our model by apply-
ing it to three held-out tasks: synthetic, Multiple Sclerosis (MS) patients, and RNA evolutionary
datasets.

6.1 Qualitative behavior of the prior

We can distinguish at least four types of prior behaviors in the HGEP when considering different
values for the parameters So, || Ho|| and 7. We sampled a sequence of length T' = 800 and present
the state-time plots. Figure 2(a) shows a sequence with short sojourn times and high volatility of
states, whereas Figure 2(b) depicts longer sojourn times with much less volatility. Figures 2(c) and
2(d) illustrate the effect of hyperparameter || Hp||. In Figure 2(c) we can see creation of many new
states and a sparse transition matrix. Likewise, in Figure 2(d) the high tendency to create new states
is present, but we have longer sojourn times. See Section H of the supplementary material for a
more detailed account of the interpretation and quantitative effect of the parameters.

6.2 Quantitative evaluation

In this section, we use a simple likelihood model for discrete observations (described in Section G
of the supplementary material) to evaluate our method on three held-out tasks. Note that even when
the observations are discrete, non-parametric models are still useful for better explaining the data
using latent variables [22].

We considered three evaluation datasets obtained by holding out each observed datapoint with a
10% probability (see Table 1). We then reconstructed the observations at these held-out times, and
measured the mean error. For HGEP, reconstruction was done by using the Bayes estimator approx-
imated from 1000 posterior samples (one after each scan through all the time series). We repeated
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Figure 3: Mean reconstruction error on the held-out data as a function of the number of Gibbs scans. Lower
is better. The standard maximum likelihood estimate learned with EM outperformed our model in the simple
synthetic dataset, but the trend was reversed in the more complex real world datasets.

all experiments 5 times with different random seeds. We compared against the standard maximum
likelihood rate matrix estimator learned by EM described in [23]. We also report in Table 1 the mean
error for a simpler maximum likelihood estimate ignoring the sequential information (returning the
most common observation deterministically). See Section G of the supplementary material for de-
tailed instructions for replicating the following three results.’ Refer also to Figure 3, where we show
error as a function of the number of scans.

Synthetic: We used an Erdos-Rényi model to generate a random sparse matrix of size 10 x 10,
which we perturbed with uniform noise to get a random rate matrix. Both HGEP and the EM-learned
maximum likelihood outperformed the baseline. In contrast to the next two tasks, the EM approach
slightly outperformed the HGEP model here. We believe this is because the synthetic data was not
sufficiently rich to highlight the advantages of HGEPs. However, we compared our results with
iHMM after discretizing time. We observed that iHMM had an error rate of 0.47, underperforming
both EM and HGEP.

MS disease progression: This dataset, obtained from a phase Il clinical trial, tracks the progression
of MS in 72 patients over 3 years. The observed state of a patient at a given time is binned into three
categories as customary in the MS literature [3]. Both HGEP and EM outperformed the baseline by
a large margin, and our HGEP model outperformed EM with a relative error reduction of 22%.

RNA evolution: In this task, we used the dataset from [4] containing aligned 16S ribosomal RNA
of species from the three domains of life. As a preprocessing, we constructed a rooted phylogenetic
tree from a sample of 30 species, and performed ancestral reconstruction using a standard CTMC
model and all the sampled taxa in the tree. We then considered the time series consisting of paths
from one modern leaf to the root. The task is to reconstruct held-out nucleotides using only the data
in this path. Again, both HGEP and EM outperformed the baseline, and our model outperformed
EM with a relative error reduction of 29%.

7 Conclusion

We have introduced a method for non-parametric Bayesian modeling of recurrent, continuous time
processes. The model has attractive properties and we show that the posterior computations can be
done efficiently using a sampler based on particle MCMC methods. Most importantly, our experi-
ments show that the model is useful for analyzing complex real world time series.
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