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#### Abstract

In the neural-network parameter space, an attractive field is likely to be induced by singularities. In such a singularity region, first-order gradient learning typically causes a long plateau with very little change in the objective function value $E$ (hence, a flat region). Therefore, it may be confused with "attractive" local minima. Our analysis shows that the Hessian matrix of $E$ tends to be indefinite in the vicinity of (perturbed) singular points, suggesting a promising strategy that exploits negative curvature so as to escape from the singularity plateaus. For numerical evidence, we limit the scope to small examples (some of which are found in journal papers) that allow us to confirm singularities and the eigenvalues of the Hessian matrix, and for which computation using a descent direction of negative curvature encounters no plateau. Even for those small problems, no efficient methods have been previously developed that avoided plateaus.


## 1 Introduction

Consider a general two-hidden-layer multilayer perceptron (MLP) having a single (terminal) output, $H$ nodes at the second hidden layer (next to the terminal layer), $I$ nodes at the first hidden layer, and $J$ nodes at the input layer; hence, a $J-I-H-1$ MLP. It has totally $n$ parameters, denoted by an $n$-vector $\boldsymbol{\theta}$, including thresholds. Let $\phi($.$) be some node function; then, the forward pass transforms$ the input vector $\mathbf{x}$ of length $J$ to the first hidden-output vector $\mathbf{z}$ of length $I$, and then to the second hidden-output vector $\mathbf{h}$ of length $H$, leading to the final output $y$ :

$$
\begin{equation*}
y=f(\boldsymbol{\theta} ; \mathbf{x})=\phi\left(\mathbf{h}_{+}^{T} \mathbf{p}\right)=\phi\left(\sum_{j=0}^{H} p_{j} h_{j}\right)=\phi\left(\sum_{j=0}^{H} p_{j} \phi\left(\mathbf{z}_{+}^{T} \mathbf{v}_{j}\right)\right) \text { with } z_{k}=\phi\left(\mathbf{x}_{+}^{T} \mathbf{w}_{k}\right) . \tag{1}
\end{equation*}
$$

Here, fictitious outputs $x_{0}=z_{0}=h_{0}=1$ are included in the output vectors with subscript " + " for thresholds $p_{0}, v_{0, j}$, and $w_{0, k} ; p_{j}(j=1, \ldots, H)$ is the weight connecting the $j$ th hidden node to the (final) output; $\mathbf{v}_{j}$ a vector of "hidden" weights directly connecting to the $j$ th hidden node from the first hidden layer; $\mathbf{w}_{k}$ a vector of "hidden" weights to the $k$ th hidden node from the input layer; hence, $\boldsymbol{\theta}^{T} \equiv\left[\mathbf{p}^{T}\left|\mathbf{v}^{T}\right| \mathbf{w}^{T}\right]=\left[\mathbf{p}^{T}\left|\mathbf{v}_{1}^{T}, \ldots, \mathbf{v}_{j}^{T}, \ldots, \mathbf{v}_{H}^{T}\right| \mathbf{w}_{1}^{T}, \ldots, \mathbf{w}_{k}^{T}, \ldots, \mathbf{w}_{I}^{T}\right]$. The length of those weight vectors $\boldsymbol{\theta}, \mathbf{p}, \mathbf{v}, \mathbf{w}$ are denoted by $n, n_{3}, n_{2}$, and $n_{1}$, respectively, where

$$
\begin{equation*}
n=n_{3}+n_{2}+n_{1} ; \quad n_{3}=(H+1) ; \quad n_{2}=H(I+1) ; \quad n_{1}=I(J+1) . \tag{2}
\end{equation*}
$$

For parameter optimization, one may attempt to minimize the squared error over $m$ data

$$
\begin{equation*}
E(\boldsymbol{\theta})=\frac{1}{2} \sum_{d=1}^{m}\left\{f\left(\boldsymbol{\theta} ; \mathbf{x}_{d}\right)-t_{d}\right\}^{2}=\frac{1}{2} \sum_{d=1}^{m} r_{d}^{2}(\boldsymbol{\theta})=\frac{1}{2} \mathbf{r}^{T} \mathbf{r}, \tag{3}
\end{equation*}
$$

where $t_{d}$ is a desired output on datum $d$; each residual $r_{d}$ a smooth function from $\Re^{n}$ to $\Re$; and $\mathbf{r}$ an $m$-vector of residuals. Note here and hereafter that the argument $(\boldsymbol{\theta})$ for $E$ and $\mathbf{r}$ is frequently suppressed as long as no confusion arises. The gradient and Hessian of $E$ can be expressed as below

$$
\begin{equation*}
\nabla E(\boldsymbol{\theta})=\sum_{d=1}^{m} r_{d} \nabla r_{d}=\mathbf{J}^{T} \mathbf{r}, \text { and } \nabla^{2} E(\boldsymbol{\theta})=\sum_{d=1}^{m} \nabla r_{d} \nabla r_{d}^{T}+\sum_{d=1}^{m} r_{d} \nabla^{2} r_{d} \equiv \mathbf{J}^{T} \mathbf{J}+\mathbf{S} \text {, } \tag{4}
\end{equation*}
$$

where $\mathbf{J} \equiv \nabla \mathbf{r}$, an $m \times n$ Jacobian matrix of $\mathbf{r}$, and the $d$ th row of $\mathbf{J}$ is denoted by $\nabla r_{d}^{T}$.

In the well-known Gauss-Newton method, $\mathbf{S}$, the last matrix of second derivatives of residuals, is omitted, and its search direction $\Delta \boldsymbol{\theta}$ is found by solving $\mathbf{J} \Delta \boldsymbol{\theta}_{\mathrm{GN}}=-\mathbf{r}\left(\right.$ or, $\left.\mathbf{J}^{T} \mathbf{J} \Delta \boldsymbol{\theta}_{\mathrm{GN}}=-\nabla E\right)$. Under the normal error assumption, the Fisher information matrix is tantamount to $\mathbf{J}^{T} \mathbf{J}$, called the GaussNewton Hessian. This is why natural gradient learning can be viewed as an incremental version of the Gauss-Newton method (see p. 1404 [1]; p. 1031 [2]) in the nonlinear least squares sense. Since $\mathbf{J}^{T} \mathbf{J}$ is positive (semi)definite, natural gradient learning has no chance to exploit negative curvature. It would be of great value to understand the weaknesses of such Gauss-Newton-type methods.
Learning behaviors of layered networks may be attributable to singularities [3, 2, 4]. Singularities have been well discussed in the nonlinear least squares literature also: For instance, Jennrich \& Sampson (pp.65-66 [5]) described an overlap-singularity situation involving a redundant model; specifically, a classical (linear-output) model of exponentials with $h_{i} \equiv \phi\left(v_{i} x\right)$ and no thresholds in Eq.(1):

$$
\begin{equation*}
f(\boldsymbol{\theta} ; x)=p_{1} \phi\left(v_{1} x\right)+p_{2} \phi\left(v_{2} x\right)=p_{1} e^{v_{1} x}+p_{2} e^{v_{2} x} . \tag{5}
\end{equation*}
$$

If the target data follow the path of a single exponential then the two hidden parameters, $v_{1}$ and $v_{2}$, become identical (i.e., overlap singularity) at the solution point, where $\mathbf{J}$ is rank-deficient; hence, $\mathbf{J}^{T} \mathbf{J}$ is singular. If the fitted response function nearly follows such a path, then $\mathbf{J}^{T} \mathbf{J}$ is nearly singular. This is a typical over-realizable scenario, in which the true teacher lies at the singularity (see [6] for details about 1-2-1 MLP-learning). In practice, if the solution point $\boldsymbol{\theta}_{*}$ is stationary but $\mathbf{J}\left(\boldsymbol{\theta}_{*}\right)$ is rank-deficient, then the search direction $\Delta \boldsymbol{\theta}_{\mathrm{GN}}$ can be numerically orthogonal to $\nabla E$ at some distant point from $\boldsymbol{\theta}_{*}$; consequently, no progress can be made by searching along the Gauss-Newton direction (hence, line-search-based algorithms fail); this is first pointed out by Powell, who proved in [7] that the Gauss-Newton iterates converge to a non-stationary limit point at which $\mathbf{J}$ is rank-deficient in solving a particular system of nonlinear equations, for which the merit function is defined as Eq.(3), where $m=n$. Another weak point of the Gauss-Newton-type method is a so-called largeresidual problem (e.g., see Dennis [8]); this implies that $\mathbf{S}$ in $\nabla^{2} E$ is substantial because $\mathbf{r}$ is highly nonlinear, or its norm is large at solution $\boldsymbol{\theta}_{*}$. Those drawbacks of the Gauss-Newton-type methods indicate that negative curvature often arises in MLP-learning when $\mathbf{J}^{T} \mathbf{J}$ is singular (i.e., in a rank-deficient nonlinear least squares problem), and/or when $\mathbf{S}$ is more dominant than $\mathbf{J}^{T} \mathbf{J}$. We thus verify this fact mathematically, and then discuss how exploiting negative curvature is a good way to escape from singularity plateaus, thereby enhancing the learning capacity.

## 2 Negative curvature induced by singularity

In rank-deficient nonlinear least squares problems, where $\mathbf{J} \equiv \nabla \mathbf{r}$ is rank deficient, negative curvature often arises. This is true with an arbitrary MLP model, but to make our analysis concrete, we consider a single terminal linear-output two-hidden-layer MLP: $f(\boldsymbol{\theta} ; \mathbf{x})=\sum_{j=0}^{H} p_{j} h_{j}$ in Eq. (1). Then, the $n$ weights separate into linear $\mathbf{p}$ and non-linear $\mathbf{v}$ and $\mathbf{w}$. In this context, we show that a 4-by-4 indefinite Hessian block can be extracted from the $n$-by- $n$ Hessian matrix $\nabla^{2} E$ in Eq.(4).

### 2.1 An existence of the $4 \times 4$ indefinite Hessian block $H$ in $\nabla^{2} E$

In the posed two-hidden-layer MLP-learning, as indicated after Eq.(1), the $n$ weights are organized as $\boldsymbol{\theta}^{T} \equiv\left[\mathbf{p}^{T}\left|\mathbf{v}^{T}\right| \mathbf{w}^{T}\right]$. Now, we pay attention to two particular hidden nodes $j$ and $k$ at the second hidden layer. The weights connecting to those two nodes are $p_{j}, p_{k}, \mathbf{v}_{j}$, and $\mathbf{v}_{k}$; they are arranged in the following manner:

$$
\begin{equation*}
\boldsymbol{\theta}^{T}=\left[p_{0}, p_{1}, \ldots, p_{j}, \ldots, p_{k}, \ldots, p_{H}\left|v_{0,1}, \ldots \ldots,\left|v_{0, j}, v_{1, j}, \ldots, v_{I, j}\right| \ldots\right| v_{0, k}, v_{1, k}, \ldots, v_{I, k}|\ldots,| \quad \mathbf{w}^{T}\right] \tag{6}
\end{equation*}
$$

where $v_{i, k}$ is a weight from node $i$ at the first hidden layer to node $k$ at the second hidden layer. Given a data pair $(\mathbf{x} ; t), r \equiv f(\boldsymbol{\theta} ; \mathbf{x})-t$, a residual element, and $\mathbf{u}^{T}$, an $n$-length row vector of the residual Jacobian matrix $\mathbf{J}\left(\equiv \frac{\partial r}{\partial \boldsymbol{\theta}}\right)$ in Eq.(4), is given as below using the output vector $\mathbf{z}_{+}$(including $z_{0}=1$ ) at the first hidden layer

$$
\begin{equation*}
\mathbf{u}^{T} \equiv \nabla r^{T}=\left[\ldots, h_{j}, \ldots, h_{k}, \ldots, \phi_{j}^{\prime}\left(\mathbf{z}_{+}^{T} \mathbf{v}_{j}\right) p_{j}, \ldots, \phi_{k}^{\prime}\left(\mathbf{z}_{+}^{T} \mathbf{v}_{k}\right) p_{k}, \ldots\right] \tag{7}
\end{equation*}
$$

where only four entries are shown that are associated with four weights: $p_{j}, p_{k}, v_{0, j}$, and $v_{0, k}$. The locations of those four weights in the $n$-vector $\boldsymbol{\theta}$ are denoted by $l_{1}, l_{2}, l_{3}$, and $l_{4}$, respectively, where

$$
\begin{equation*}
l_{1} \equiv j+1, \quad l_{2} \equiv k+1, \quad l_{3} \equiv(I+1)(j-1)+1, \quad l_{4} \equiv(I+1)(k-1)+1 \tag{8}
\end{equation*}
$$

Given $\mathbf{J}$, we interchange columns 1 and $l_{1}$; then, do columns 2 and $l_{2}$; then columns 3 and $l_{3}$; and finally columns 4 and $l_{4}$; this interchanging procedure moves those four columns to the first four.

Suppose that the $n \times n$ Hessian matrix $\nabla^{2} E=\mathbf{u u}^{T}+\mathbf{S}$ is evaluated on a given single datum ( $\mathbf{x} ; t$ ). We then apply the above interchanging procedure to both rows and columns of $\nabla^{2} E$ appropriately, which can be readily accomplished by $\mathbf{P}^{T} \nabla^{2} E \mathbf{P}$, where four permutation matrices $\mathbf{P}_{i}(i=1, \ldots, 4)$ are employed as $\mathbf{P} \equiv \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{P}_{3} \mathbf{P}_{4}$; each $\mathbf{P}_{i}$ satisfies $\mathbf{P}_{i}^{T} \mathbf{P}_{i}=\mathbf{I}$ (orthogonal) and $\mathbf{P}_{i}=\mathbf{P}_{i}^{T}$ (symmetric); hence, $\mathbf{P}$ is orthogonal. As a result, $\mathbf{H}$, the 4-by-4 Hessian block (at the upper-left corner) of the first four leading rows and columns of $\mathbf{P}^{T} \nabla^{2} E \mathbf{P}$ has the following structure:

The posed Hessian block $\mathbf{H}$ is associated with a vector of the four weights $\left[p_{j}, p_{k}, v_{0, j}, v_{0, k}\right]^{T}$.
If $\mathbf{v}_{j}=\mathbf{v}_{k}$, then $h_{j}=h_{k}=\phi\left(\mathbf{z}_{+}^{T} \mathbf{v}\right)$; see Eq.(7). Obviously, no matter how many data are accumulated, two columns $\mathbf{h}_{j}$ and $\mathbf{h}_{k}$ of $\mathbf{J}$ in Eq.(4) are identical; therefore, $\mathbf{J}$ is rank deficient; hence, $\mathbf{J}^{T} \mathbf{J}$ is singular. The posed singularity gives rise to negative curvature because the above 4 -by- 4 dense Hessian block is almost always indefinite (so is $\nabla^{2} E$ of size $n \times n$ ) to be proved next.

### 2.2 Case 1: $\mathbf{v}_{j}=\mathbf{v}_{k} \equiv \mathbf{v}$; hence, $h_{j}=h_{k} \equiv h=\phi\left(\mathbf{z}_{+}^{T} \mathbf{v}\right)$, and $p_{j} \neq p_{k}$

Given a set of $m$ (training) data, the gradient vector $\nabla E$ and the Hessian matrix $\nabla^{2} E$ in Eq.(4) are evaluated. We then apply the aforementioned orthogonal matrix $\mathbf{P}$ to them as $\mathbf{P}^{T} \nabla E$ and $\mathbf{P}^{T} \nabla^{2} E \mathbf{P}$, yielding the gradient vector $\mathbf{g}$ of length 4 and the 4 -by- 4 Hessian block $\mathbf{H}$ [see Eq.(9)] associated with the four weights $\left[p_{j}, p_{k}, v_{0, j}, v_{0, k}\right]^{T}$; they may be expressed in a compact form as

$$
\mathbf{g}=\sum_{d=1}^{m} r_{d} \mathbf{u}_{d}=\left[\begin{array}{c}
\gamma  \tag{10}\\
\gamma \\
p_{j} e \\
p_{k} e
\end{array}\right] ; \quad \mathbf{H}=\mathbf{J}^{T} \mathbf{J}+\mathbf{S}=\left[\begin{array}{cc|cc}
a & a & b_{1} & b_{2} \\
a & a & b_{1} & b_{2} \\
\hline b_{1} & b_{1} & c_{11} & c_{12} \\
b_{2} & b_{2} & c_{12} & c_{22}
\end{array}\right]+\left[\begin{array}{cc|cc}
0 & 0 & e & 0 \\
0 & 0 & 0 & e \\
\hline e & 0 & d_{1} & 0 \\
0 & e & 0 & d_{2}
\end{array}\right],
$$

where the entries are given below with $B \equiv \sum_{d=1}^{m} \phi^{\prime}\left(\mathbf{z}_{+d}^{T} \mathbf{v}\right) h_{d}, C \equiv \sum_{d=1}^{m}\left(\phi^{\prime}\left(\mathbf{z}_{+d}^{T} \mathbf{v}\right)\right)^{2}, D \equiv \sum_{d=1}^{m} \phi^{\prime \prime}\left(\mathbf{z}_{+d}^{T} \mathbf{v}\right) r_{d}$ :

$$
\left\{\begin{array}{l}
a \equiv \sum_{d=1}^{m} h_{d}^{2}, \quad b_{1} \equiv p_{j} B, \quad b_{2} \equiv p_{k} B, \quad c_{11} \equiv p_{j}^{2} C, \quad c_{12} \equiv p_{j} p_{k} C, \quad c_{22} \equiv p_{k}^{2} C,  \tag{11}\\
\gamma \equiv \sum_{d=1}^{m} r_{d} h_{d}, \quad e \equiv \sum_{d=1}^{m} \phi^{\prime}\left(\mathbf{z}_{+_{d}}^{T} \mathbf{v}\right) r_{d}, \quad d_{1} \equiv p_{j} D, \quad d_{2} \equiv p_{k} D .
\end{array}\right.
$$

Notice here that the subscript $d$ implies datum $d(d=1, \ldots, m)$; hence, $h_{d}$ is the hidden-node output on datum $d$ (but not the $d$ th hidden-node output) common to both nodes $j$ and $k$ due to $\mathbf{v}_{j}=\mathbf{v}_{k}=\mathbf{v}$.

Theorem 1: When $e \neq 0$, the $n$-by- $n$ Hessian $\nabla^{2} E$ and its block $\mathbf{H}$ in Eq.(10) are always indefinite. Proof: A similarity transformation with $\mathbf{T}$, a 4-by-4 orthogonal matrix ( $\mathbf{T}^{T}=\mathbf{T}^{-1}$ ), obtains

$$
\mathbf{T}^{T} \mathbf{H} \mathbf{T}=\left[\begin{array}{cc|cc}
2 a & b_{1}+b_{2}+e & 0 & b_{1}-b_{2}  \tag{12}\\
b_{1}+b_{2}+e & \alpha & 0 & \beta \\
\hline 0 & 0 & 0 & e \\
b_{1}-b_{2} & \beta & e & \tau
\end{array}\right] \quad \text { with } \mathbf{T}=\left[\begin{array}{cc|cc}
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & 0 & \frac{-1}{\sqrt{2}}
\end{array}\right],
$$

where $\alpha \equiv \frac{1}{2}\left(c_{11}+2 c_{12}+c_{22}+d_{1}+d_{2}\right), \beta \equiv \frac{1}{2}\left(c_{11}-c_{22}+d_{1}-d_{2}\right)$, and $\tau \equiv \frac{1}{2}\left(c_{11}-2 c_{12}+c_{22}+d_{1}+d_{2}\right)$. The eigenvalues of the 2-by-2 block at the lower-right corner are obtainable by

$$
\left|\lambda \mathbf{I}-\left[\begin{array}{ll}
0 & e \\
e & \tau
\end{array}\right]\right|=\lambda(\lambda-\tau)-e^{2}=\lambda^{2}-\tau \lambda-e^{2}=0
$$

which yields $\frac{1}{2}\left(\tau \pm \sqrt{\tau^{2}+4 e^{2}}\right)$, the "sign-different" eigenvalues as long as $e \neq 0$ holds. Then, by Cauchy's interlace theorem (see Ch. 10 of Parlett 1998), the Hessian $\nabla^{2} E$ is indefinite. (So is H.) $\square$
2.3 Case 2: $\mathbf{v}_{j}=\mathbf{v}_{k} \equiv \mathbf{v}\left(h_{j}=h_{k} \equiv h\right)$, and $p_{j}=p_{k} \equiv p$

The result in Case 1 becomes simpler: For a given set of $m$ (training) data,

$$
\mathbf{g}=\sum_{d=1}^{m} r_{d} \mathbf{u}_{d}=\left[\begin{array}{c}
\gamma  \tag{13}\\
\gamma \\
p e \\
p e
\end{array}\right] ; \quad \mathbf{H}=\mathbf{J}^{T} \mathbf{J}+\mathbf{S}=\left[\begin{array}{cc|cc}
a & a & b & b \\
a & a & b & b \\
\hline b & b & c & c \\
b & b & c & c
\end{array}\right]+\left[\begin{array}{cc|cc}
0 & 0 & e & 0 \\
0 & 0 & 0 & e \\
\hline e & 0 & d & 0 \\
0 & e & 0 & d
\end{array}\right],
$$

where the entries are readily identifiable from Eq.(11). In Eq.(13), $\mathbf{J}^{T} \mathbf{J}$ is positive semi-definite (singular of rank 2 even when $m \geq 2$ ), and $\mathbf{S}$ has an indefinite structure. When $e \neq 0$ (hence, $\nabla E \neq \mathbf{0}$ ), we can prove below that there always exists negative curvature (i.e., $\nabla^{2} E$ is always indefinite).
Theorem 2: When $e \neq 0$, the $4 \times 4$ Hessian block $\mathbf{H}$ in Eq.(13) includes the sign-different eigenvalues of S; namely, $\frac{1}{2}\left(d \pm \sqrt{d^{2}+4 e^{2}}\right)$, and the $n \times n$ Hessian $\nabla^{2} E$ as well as $\mathbf{H}$ are always indefinite.
Proof: Proceed similarly with the same orthogonal matrix T as defined in Eq.(12), where $b_{1}=b_{2}=b$, $\beta=0$, and $\tau=d$, rendering $\mathbf{T}^{T} \mathbf{H T}$ "block-diagonal." Its block of size $2 \times 2$ at the lower-right corner has the sign-different eigenvalues determined by $\lambda^{2}-d \lambda-e^{2}=0$. $\square Q E D \square$
Now, we investigate stationary points, where the $n$-length gradient vector $\nabla E=\mathbf{0}$; hence, $\mathbf{g}=\mathbf{0}$ in Eq.(13). We thus consider two cases for $p e=0$ : (a) $p=0$ and $e \neq 0$, and (b) $p \neq 0$ and $e=0$. In Case (b), $\mathbf{S}$ becomes a diagonal matrix, and the above $\mathbf{T}^{T} \mathbf{H T}$ shows that $\mathbf{H}$ is of (at most) rank 3 (when $d \neq 0$ ); hence, $\mathbf{H}$ becomes singular.
Theorem 3: If $\nabla E\left(\boldsymbol{\theta}^{*}\right)=\mathbf{0}, p=0$, and $e \neq 0$ [i.e., Case (a)], then the stationary point $\boldsymbol{\theta}^{*}$ is a saddle.
Theorem 4: If $\nabla E\left(\boldsymbol{\theta}^{*}\right)=\mathbf{0}$, and $e=0$, but $d<0$ [see Eq.(13)], then $\boldsymbol{\theta}^{*}$ is a saddle point.
Proof of Theorems 3 and 4: From Theorem 2 above, H in Eq.(13) has a negative eigenvalue; hence, the entire Hessian matrix $\nabla^{2} E$ of size $n \times n$ is indefinite $\square Q E D \square$
Theorem 4 is a special case of Case (b). If $d=p D>0$, then $\mathbf{H}$ becomes positive semi-definite; however, we could alter the eigen-spectrum of $\mathbf{H}$ by changing linear parameters $p$ in conjunction with scalar $\zeta$ for $p_{j}=2 \zeta p$ and $p_{k}=2(1-\zeta) p$ such that $p_{j}+p_{k}=2 p$ with no change in $E$ and $\nabla E=\mathbf{0}$ held fixed (to be confirmed in simulation; see Fig. 1 later), leading to the following
Theorem 5: If $D \neq 0$ and $C>0$ [see the definition of $C$ and $D$ for Eq.(11)] and $v_{1}=v_{2}(\equiv v)$ with $\nabla E=\mathbf{0}$, for which $p \neq 0$ and $e=0$ (hence, $\mathbf{S}$ is diagonal), then choosing scalar $\zeta$ appropriately for $p_{j}=2 \zeta p$ and $p_{k}=2(1-\zeta) p$ can render $\mathbf{H}$ and thus $\nabla^{2} E$ indefinite.
Proof: From Eq. $(11)$, two on-diagonal $(3,3)$ and $(4,4)$ entries of $\mathbf{H}$ are a quadratic function in terms of $\zeta$ : The ( 3,3 )-entry of $\mathbf{H}, \mathbf{H}(3,3)=2 \zeta p(2 \zeta p C+D)$, has two roots: 0 and $-\frac{D}{2 p C}$, whereas the (4,4)-entry, $\mathbf{H}(4,4)=2(1-\zeta) p[2(1-\zeta) p C+D]$, has two roots: 1 and $1+\frac{D}{2 p C}$. Obviously, given $p, C$, and $D$, there exists $\zeta$ such that the quadratic function value becomes negative (see later Fig.1). This implies that adjusting $\zeta$ can produce a negative diagonal entry of $\mathbf{H}$; hence, indefinite. Then, again by Cauchy's interlace theorem, so is $\nabla^{2} E . \square Q E D \square$

Example 1: A two-exponential model in Eq.(5).

Data set 1: | Input $x$ | -2 | -1 | 0 | 1 | 2 |
| :--- | ---: | ---: | :--- | :--- | :--- |
| Target $t$ | 1 | 3 | 2 | 3 | 1 |

Data set 2:

| Input $x$ | -2 | -1 | 0 | 1 | 2 |
| :--- | ---: | ---: | :--- | :--- | :--- |
| Target $t$ | 3 | 1 | 2 | 1 | 3 |

Given two sets of five data pairs $\left(x_{i} ; t_{i}\right)$ as shown above, for each data set, we first find a minimizer $\boldsymbol{\theta}_{*}^{0}=\left[p_{*}, v_{*}\right]^{T}$ of a two-weight 1-1-1 MLP, and then expand it with scalar $\zeta$ as $\boldsymbol{\theta}=\left[\zeta p_{*},(1-\zeta) p_{*}, v_{*}, v_{*}\right]^{T}$ to construct a four-weight 1-2-1 MLP that produces the same input-tooutput relations. That is, we first find the minimizer $\boldsymbol{\theta}_{*}^{0}=\left[p_{*}, v_{*}\right]^{T}$ using a 1-1-1 MLP, $f\left(\boldsymbol{\theta}^{0} ; x\right)=p e^{v x}$, by solving $\nabla E=\mathbf{0}$, which yields $p_{*}=2$; $v_{*}=0 ; E\left(\boldsymbol{\theta}_{*}^{0}\right)=\frac{1}{2} \sum_{j=1}^{5}\left\{f\left(\boldsymbol{\theta}_{*}^{0} ; x_{j}\right)-t_{j}\right\}^{2}=2$; and confirm that the $2 \times 2$ Hessian $\nabla^{2} E\left(\boldsymbol{\theta}_{*}^{0}\right)$ is positive definite in both data sets above. Next, we augment $\boldsymbol{\theta}_{*}^{0}$ as $\boldsymbol{\theta}=\left[p_{1}, p_{2}, v_{1}, v_{2}\right]^{T}=\left[\zeta p_{*},(1-\zeta) p_{*}, v_{*}, v_{*}\right]^{T}$ to construct a 1-2-1 MLP: $f(\boldsymbol{\theta} ; x)=p_{1} e^{v_{1} x}+p_{2} e^{v_{2} x}$, which realizes the same input-to-output relations as the 1-1-1 MLP. Fig. 1 shows how $\zeta$ changes the eigen-spectrum (see solid curve) of the $4 \times 4$ Hessian $\nabla^{2} E$ (supported by Theorem 5).

Conjecture: Suppose that $\boldsymbol{\theta}^{*}$ is a local minimum point in two-hidden-layer J-I-H-1 MLP-learning, and $\nabla^{2} E$ of size $n \times n$ is positive definite (so is $\mathbf{H}$ ) with $\nabla E=\mathbf{0}$ and $E>0$. Then, adding a node at the second hidden layer can increase learning capacity in the sense that $E$ can be further reduced.
Sketch of Proof: Choose a node $j$ among $H$ hidden nodes, and add a hidden node (call node $k$ ) by duplicating the hidden weights by $\mathbf{v}_{k}=\mathbf{v}_{j}$ with $p_{k}=0$; hence, totally $\widetilde{n} \equiv n+(I+2)$ weights. This certainly renders new $\mathbf{J}^{T} \mathbf{J}$ of size $\widetilde{n} \times \widetilde{n}$ singular, and the (4,4)-entry in $\mathbf{H}$ in Eq.(10) becomes zero (due to $p_{k}=0$ ). Then, by the interlace theorem, new $\nabla^{2} E$ of size $\widetilde{n} \times \widetilde{n}$ becomes indefinite.

The above proof is not complete since we did not make clear assumptions about how the first-order necessary condition $\nabla E=\mathbf{0}$ holds [see Cases (a) and (b) just above Theorem 3]. Furthermore, even if we know in advance the minimum number of hidden nodes, $H_{\text {min }}$, for a certain task, we may not be able to find a local-minimum point of an MLP with one less hidden nodes, $H_{\min }-1$. Consider, for instance, the well-known (four data) XOR problem. Although it can be solved by a 2-2-1 MLP (nine


Figure 1: The change of the minimum eigenvalue of $\nabla^{2} E$ (solid curve) and of $\mathbf{S}$ (dashed) as well as the (3,3)-entry of $\nabla^{2} E$ (dotted) and the (4,4)-entry of $\nabla^{2} E$ (dash-dot), both quadratic, according to value $\zeta$ (x-axis) in $\boldsymbol{\theta}=\left[\zeta p_{*},(1-\zeta) p_{*}, v_{*}, v_{*}\right]^{T}$, the four weights of a 1-2-1 MLP with exponential hidden nodes (left) using data set 1, and (right) data set 2 in Eq.(14). Theorem 5 supports this result.


Figure 2: The 1-1-1 MLP landscape: (a) a magnified view; (b) bird's-eye views in 2-D, and (c) 3-D.
weights), any local minimum point may not be found by optimizing a 2-1-1 MLP (five weights), since the hidden weights tend to be divergent (or weight- $\infty$ attractors). Here is another example:

Example 2: An $N$-shape curve fitting to four data: $\operatorname{Data}(\mathbf{x} ; \mathbf{t}) \equiv\{(-3 ; 0),(-1 ; 1),(1 ; 0),(3 ; 1)\}$. We solved $\nabla E=\mathbf{0}$ to find all stationary points of a two-weight 1-1-1 MLP with a logistic hiddennode function $\phi(x) \equiv \frac{1}{1+e^{-x}}$, and found $p_{*} \approx 1.0185$ and $v_{*} \approx 0.3571$ with $\left\|\nabla E\left(\boldsymbol{\theta}_{*}^{0}\right)\right\|=O\left(10^{-15}\right)$, roughly the order of machine (double) precision, and $E\left(\boldsymbol{\theta}_{*}^{0}\right) \approx 0.4111$. The Hessian $\nabla^{2} E\left(\boldsymbol{\theta}_{*}^{0}\right)$ was positive definite (eigenvalues: 0.8254 and 1.4824 ). We also found a saddle point. There was another type of attractive points, where $\phi$ is driven to saturation due to a large hidden weight $v$ in magnitude (weight- $\infty$ attractors). Fig. 2 displays those three types of stationary points. Clearly, for a rigorous proof of Conjecture, we need to characterize those different types, and clarify their underlying assumptions; yet, it is quite an arduous task because the situation totally depends on data; see also our Hessian argument for Blum's line in Sec.3.2.
We continue with Example 2 to verify the above theorems. We set $\boldsymbol{\theta}=\left[\zeta p_{*},(1-\zeta) p_{*}, v_{*}, v_{*}\right]$ in a 1-2-1 MLP. When $\zeta=0.5$, the Hessian $\nabla^{2} E$ was positive semi-definite. If a small perturbation is added to $\mathrm{v}^{*}$, then $\nabla^{2} E$ becomes indefinite (see Theorem 2). In contrast, when $\zeta=-1.5, \nabla^{2} E$ became indefinite (minimum eigenvalue -0.2307); this situation was similar to Fig.1(left).
Remarks: The eigen-spectrum (or curvature) variation along a line often arises in separable (i.e., mixed linear and nonlinear) optimization problems. As a small non-MLP model, consider, for instance, a separable objective function with $\boldsymbol{\theta} \equiv[p, v]^{T}$, two variables alone: $F(\boldsymbol{\theta})=F(p, v)=p v^{2}$. Expressed below are the gradient and Hessian of $F$ :

$$
\nabla F=\left[\begin{array}{c}
v^{2}  \tag{15}\\
2 p v
\end{array}\right] ; \quad \nabla^{2} F=\left[\begin{array}{cc}
0 & 2 v \\
2 v & 2 p
\end{array}\right]
$$

Consider a line $v=0$, where the Hessian $\nabla^{2} F$ is singular. Then, the eigen-spectrum of $\nabla^{2} F$ changes as the linear parameter $p$ alters while the first-order necessary condition $(\nabla F=\mathbf{0})$ is maintained with the objective-function value $F=0$ held fixed. Clearly, $\nabla^{2} F$ is positive semi-definite when $p>0$, whereas it is negative semi-definite when $p<0$. Hence, the line is a collection of degenerate stationary points. In this way, singularities may be closely related to flat regions, where any updates of
parameters do not change the objective function value. Back to MLP-learning, Blum [10] describes a different linear manifold of stationary points (see Sec.3.2 for more details), where the $\zeta$-adjusting procedure described above fails because $D=0$ (see Example 3 below also). Some other types of linear manifolds (and eigen-spectrum changes) can be found; e.g., in [11, 4, 3]; unlike their work, our paper did not claim anything about local minima, and our approach is totally different.

Example 3: A linear-output five-weight 1-1-2-1 MLP with $\boldsymbol{\theta}=\left[p_{1}, p_{2}\left|v_{1}, v_{2}\right| w_{1}\right]^{T}$ (no thresholds), having tanh-hidden-node functions. If $\boldsymbol{\theta}^{*}=[1,1,0,0,0]^{T}$, then $\nabla E\left(\boldsymbol{\theta}^{*}\right)=\mathbf{0}$ with the indefinite Hessian $\nabla^{2} E$ (hence, $\boldsymbol{\theta}^{*}$ a saddle point) below, in which all diagonal entries of $\mathbf{S}$ are zero due to $D=0$ :

$$
\nabla^{2} E\left(\boldsymbol{\theta}^{*}\right)=\left[\begin{array}{cccc|c}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \star \\
\hline 0 & 0 & 0 & \star \\
\hline 0 & 0 & \star & \star & 0
\end{array}\right] \quad \text { with } \star \equiv \sum_{d=1}^{m} x_{d} r_{d} .
$$

Here, $\star$ denotes a non-zero entry with input $x$ and residual $r$ over an arbitrary number $m$ of data.
The point to note here is that it is important to look at the entire Hessian $\nabla^{2} E$ of size $n \times n$. When $\mathbf{H}=\mathbf{O}$, a $4 \times 4$ block of zeros, $\nabla^{2} E$ would be indefinite (again by the interlace theorem) as long as non-zero off-diagonal entries exist in $\nabla^{2} E$, as in Example 3 above. Needless to say, however, the Hessian analysis fails in certain pathological cases (see Sec.3.2). Typical is an aforementioned weight- $\infty$ case, where the sigmoid-shaped hidden-node functions are driven to saturation limits due to very large hidden weights. Then, only part of $\mathbf{J}^{T} \mathbf{J}$ associated with linear weights $\mathbf{p}$ appear in $\nabla^{2} E$ since $\mathbf{S}=\mathbf{O}$ even if residuals are still large. This case is outside the scope of our analysis. It should be noted that a regularization scheme to penalize large weights is quite orthogonal to our scheme to exploit negative curvature. If a regularization term $\mu \boldsymbol{\theta}^{T} \boldsymbol{\theta}$ (with non-negative scalar $\mu$ ) is added to $E$, then the negative-curvature information will be lost due to $\nabla^{2} E+\mu \mathbf{I}$.

## 3 The 2-2-1 MLP-learning examples found in the literature

In this section, we consider learning with a 2-2-1 MLP having nine weights; then, Eq.(6) reduces to

$$
\boldsymbol{\theta}^{T} \equiv\left[\mathbf{p}^{T} \mid \mathbf{v}^{T}\right]=\left[\mathbf{p}^{T}\left|\mathbf{v}_{1}^{T}\right| \mathbf{v}_{2}^{T}\right]=\left[p_{0}, p_{1}, p_{2}\left|v_{0,1}, v_{1,1}, v_{2,1}\right| v_{0,2}, v_{1,2}, v_{2,2}\right]
$$

where $\mathbf{v}_{j}$ is a (hidden) weight vector connecting to the $j$ th hidden node. Here, all weights are nonlinear since both hidden and final outputs are produced by sigmoidal logistic function $\phi(x) \equiv \frac{1}{1+e^{-x}}$.

### 3.1 Insensitivity to the initial weights in the singular XOR problem

The world-renowned XOR problem (involving only four data of binary values: ON and off) with a standard nine-weight 2-2-1 MLP is inevitably a singular problem because the Gauss-Newton Hessian $\mathbf{J}^{T} \mathbf{J}$ in Eq.(4) is always singular (at most rank 4), whereas $\mathbf{S}$ tends to be of (nearly) full rank; so does $\nabla^{2} E$ (cf. rank analysis in [12]). This implies that singularity in terms of $\mathbf{J}^{T} \mathbf{J}$ is everywhere in the posed neuro-manifolds. It is well-known (e.g., see [13]) that the origin ( $\mathbf{p}=\mathbf{0}$ and $\mathbf{v}=\mathbf{0}$ ) is a singular saddle point, where $\nabla E=\mathbf{0}$ and $\nabla^{2} E=\mathbf{J}^{T} \mathbf{J}$ with only one positive eigenvalue and eight zeros. An interesting observation is that there always exists a descending path to the solution from any initial point $\boldsymbol{\theta}_{\text {init }}$ as long as $\boldsymbol{\theta}_{\text {init }}$ is randomly generated in a small range; i.e., in the vicinity of the origin. That is, first go directly down towards the origin from $\boldsymbol{\theta}_{\text {init }}$, and then move in a descent direction of negative curvature so as to escape from that singular saddle point. In this way, the 2-2-1 MLP can develop insensitivity to initial weights, always solving the posed XOR problem.

### 3.2 Blum's linear manifold of stationary points

In the XOR problem, Blum [10] found a line of stationary points by adding constraints to $\boldsymbol{\theta}$ as

$$
\begin{equation*}
L_{1} \equiv v_{0,1}=v_{0,2}, \quad w_{1} \equiv v_{1,1}=v_{2,2}, \quad w_{2} \equiv v_{1,2}=v_{2,1}, w \equiv p_{1}=p_{2}, \quad\left(\text { with } L \equiv p_{0}\right) \tag{16}
\end{equation*}
$$

leading to a weight-sharing MLP of five weights: $\boldsymbol{\theta} \equiv\left[L, w, L_{1}, w_{1}, w_{2}\right]^{T}$ following the notations in [10]. Using four XOR data: $\left(x_{1}, x_{2} ; t\right)=\{(0,0 ;$ off $),(0,1 ; \mathrm{ON}),(1,0 ; \mathrm{ON}),(1,1 ;$ off $)\}$ for $E$ in Eq.(3), Blum considered a point with $\mathbf{v}=\mathbf{0}$; hence, $\boldsymbol{\theta}^{*} \equiv[L, w, 0,0,0]^{T}$, which gives two identical hidden-node outputs: $h_{1}=h_{2}=\phi(0)=\frac{1}{1+e^{0}}=\frac{1}{2}$. This is the same situation as in Sec.2.2 and 2.3. By the constraints given in Eq.(16), the terminal output is given by $y=\phi(L+w)$. All those node outputs are independent of input data. Then, for a given target value "off" (e.g., 0.1 ), set

$$
\begin{equation*}
\mathrm{ON}=2 \phi(L+w)-\mathrm{off} \quad \Longleftrightarrow \quad \phi(L+w)=(\mathrm{off}+\mathrm{ON}) / 2 \tag{17}
\end{equation*}
$$

so that those target values "off" and "ON" must approximate XOR.

Blum's Claim (page 539 [10]): There are many stationary points that are not absolute minima. They correspond to $w$ and $L$ satisfying Eq.(17). Hence, they lie on a line " $L+w=c$ (constant)" in the $(w, L)$-plane. Actually, these points are local minima of $E$, being $\frac{1}{2}(\mathrm{ON}-\mathrm{off})^{2}$.
A little algebra confirms that $\nabla E=\mathbf{0}$, and the quantities corresponding to $e$ and $D$ in Eq.(11) are all zeros; hence, $\mathbf{S}=\mathbf{O}$. Consequently, no matter how $\zeta$ (see Theorem 5) is changed to update $w$ and $L$ (along the line), $\nabla^{2} E$ stays positive semi-definite, and $E$ in Eq.(3) remains the same 0.5 (flat region). This is certainly a limitation of the second-order Hessian analysis, and thus more efforts using higher-order derivatives were needed to disprove Blum's claim (see $[14,15]$ ), and it turned out that Blum's line is a collection of singular saddle points. In what follows, we show what conditions must hold for the Hessian argument to work.
The 5-by-5 Hessian matrix $\nabla^{2} E$ at a stationary point $\boldsymbol{\theta}^{*}=[L, w, 0,0,0]$ is given by

$$
\underbrace{\nabla^{2} E}_{5 \times 5}=\left[\begin{array}{ccccc}
4 A & 4 A & 2 w A & w A & w A  \tag{18}\\
4 A & 4 A & 2 w A & w A & w A \\
2 w A & 2 w A & w^{2} A & \frac{w^{2}}{2} A & \frac{w^{2}}{2} A \\
w A & w A & \frac{w^{2}}{2} A & \frac{w^{2}}{8}(3 A+S) & \frac{w^{2}}{8}(3 A+S) \\
w A & w A & \frac{w^{2}}{2} A & \frac{w^{2}}{8}(3 A+S) & \frac{w^{2}}{8}(3 A+S)
\end{array}\right] \text { with }\left\{\begin{array}{l}
A \equiv\left\{\phi^{\prime}(L+w)\right\}^{2} \\
S \equiv \phi^{\prime \prime}(L+w)(\phi(L+w)-\text { off }) .
\end{array}\right.
$$

We thus obtain two non-zero eigenvalues of $\nabla^{2} E, \lambda_{1}$ and $\lambda_{2}$, below using $k \equiv \frac{w^{2}}{8}(3 A+S)$ :

$$
\begin{equation*}
\lambda_{1}, \lambda_{2}=\frac{1}{2}\left\{\left[A\left(w^{2}+8\right)+2 k\right] \pm \sqrt{\left[A\left(w^{2}+8\right)+2 k\right]^{2}-2 A\left(w^{2}+8\right)\left(4 k-w^{2} A\right)}\right\} . \tag{19}
\end{equation*}
$$

Now, the smaller eigenvalue can be rendered negative when the following condition holds:

$$
\begin{equation*}
4 k-w^{2} A<0 \Longleftrightarrow A+S=\left\{\phi^{\prime}(L+w)\right\}^{2}+\phi^{\prime \prime}(L+w)(\phi(L+w)-\text { off })<0 \tag{20}
\end{equation*}
$$

Choosing $L+w=2$ and off $=0.1$ accomplishes our goal, yielding sign-different eigenvalues with $\mathrm{ON}=2 \phi(2)-$ off $\approx 1.6616$ by Eq.(17). Because $\nabla^{2} E$ is indefinite, the posed stationary point is a saddle point with $E=\frac{1}{2}(\mathrm{ON}-\mathrm{off})^{2}(\approx 1.219)$, as desired. In other words, the target value for ON is modified to break symmetry in data. Such a large target value ON (as 1.6616) is certainly unattainable outside the range $(0,1)$ of the sigmoidal logistic function $\phi(x)$, but notice that ON is often set equal to 1.0 , which is also un-attainable for finite weight values. It appears that the choice of such a (fictitiously large) value ON does not violate any Blum's assumption. When $0 \leq$ off $<\mathrm{ON} \leq 1$ (with $w \neq 0$ ), the Hessian $\nabla^{2} E$ in Eq.(18) is always positive semi-definite of rank 2. Hence, it is a singular saddle point.

### 3.3 Two-class pattern classification problems of Gori and Tesi

We next consider two two-class pattern classification problems made by Gori \& Tesi: one with five binary data (p. 80 in [17]), and another with only three data (p. 93 in [16]); see Fig.3. Both are singular problems, because $\operatorname{rank}\left(\mathbf{J}^{T} \mathbf{J}\right) \leq 5$; yet, both $\mathbf{S}$ and $\nabla^{2} E$ tend to be of full rank; therefore, the $9 \times 9$ Hessian $\nabla^{2} E$ tends to be indefinite (see Theorems 1 and 2). On p. 81 in [17], a configuration of two separation lines, like two solid lines given by $\boldsymbol{\theta}_{\text {init }}$ in Fig.3(left) and (right), is claimed as a region attractive to a local-minimum point. Indeed, the batch-mode steepest-descent method fails to change the orientation of those solid lines. But its failure does not imply that there is no descending way out of the two-solid-line configuration given by $\boldsymbol{\theta}_{\text {init }}$ because the convergence of the steepestdescent method to a (local) minimizer can be guaranteed by examining negative curvature (e.g., p. 45 in [18]). We shall show a descending negative curvature direction.

In the five-data case, the steepest-descent method moves $\boldsymbol{\theta}_{\text {init }}$ to a point, where the weights become relatively large; the gradient vector $\nabla E \approx \mathbf{0}$; the Hessian $\nabla^{2} E$ is positive semi-definite; and Eq.(3) with $m=5$ is given by $E=\frac{1}{3}(\mathrm{ON}-\text { off })^{2}$, for which the two residuals at data points $(0,0)$ and $(1,1)$ are made zeros. We can find such a point analytically by a linear-equation solving: Given $\boldsymbol{\theta}_{\text {init }}$ in Fig.3, the solution to the linear system below yields $\mathbf{p}^{*}=\left[p_{0}^{*}, p_{1}^{*}, p_{2}^{*}\right]^{T}$ (three terminal weights):

$$
\left[\begin{array}{lll}
1 & \phi(-1.5) & \phi(-0.5) \\
1 & \phi(0.5) & \phi(1.5) \\
1 & \phi(-0.5) & \phi(0.5)
\end{array}\right]\left[\begin{array}{l}
p_{0}^{*} \\
p_{1}^{*} \\
p_{2}^{*}
\end{array}\right]=\left[\begin{array}{c}
\phi^{-1}(\text { off }) \\
\phi^{-1}(\text { off }) \\
\phi^{-1}\left(\frac{2 \text { ON }+ \text { off }}{3}\right)
\end{array}\right] .
$$

The resulting point $\boldsymbol{\theta}^{*} \equiv\left[p_{0}^{*}, p_{1}^{*}, p_{2}^{*} ;-1.5,1,1 ;-0.5,1,1\right]^{T}$, where the norm of $\mathbf{p}^{*}$ becomes relatively large $O\left(10^{2}\right)$, gives the zero gradient vector, the positive semi-definite Hessian of rank 5, and $E=\frac{1}{3}(\mathrm{ON}-\mathrm{off})^{2}$, as mentioned above. It is observed, however, that small perturbations on $\boldsymbol{\theta}^{*}$ render


Figure 3: Gori \& Tesi's two-class pattern classification problems (left) three-data case; (right) fivedata case; and (middle) a 2-2-1 MLP with initial weight values $\boldsymbol{\theta}_{\text {init }} \equiv[0,1,-1 ;-1.5,1,1 ;-0.5,1,1]^{T}$. Its corresponding initial configuration gives two solid lines of net-inputs (to two hidden nodes) in the input space, where " $\circ$ " stands for two ON-data $(1,0),(0,1)$, whereas " $\times$ " for one off-data $(0.5,0.5)$ in left figure and three off-data $(0,0),(0.5,0.5),(1,1)$ in right figure. A solution to both problems may be given by the two dotted lines with $\boldsymbol{\theta}_{\text {sol }} \equiv[0,1,-1 ;-0.5,-1,1 ; 0.5,-1,1]^{T}$.
$\nabla^{2} E$ indefinite of full rank (since $\mathbf{S}$ is dominant): $\operatorname{rank}(\mathbf{S})=\operatorname{rank}\left(\nabla^{2} E\right)=9$ with $\operatorname{rank}\left(\mathbf{J}^{T} \mathbf{J}\right)=4$; this suggests a descend direction (other than the steepest descent) to follow from $\boldsymbol{\theta}_{\text {init }}$ to a solution $\boldsymbol{\theta}_{\text {sol }}$. Fig.3(right) presents one of them, an intuitive change of six hidden weights (with the other three weights held fixed) from two solid lines to two dotted ones, indicated by two thick arrows given by $\Delta \boldsymbol{\theta} \equiv \boldsymbol{\theta}_{\text {sol }}-\boldsymbol{\theta}_{\text {init }}=[0,0,0 ; 1,-2,0 ; 1,-2,0]^{T}$, is a descent direction of negative curvature down to $\boldsymbol{\theta}_{\text {sol }}$ because $\Delta \boldsymbol{\theta}^{T} \nabla^{2} E\left(\boldsymbol{\theta}_{\text {init }}\right) \Delta \boldsymbol{\theta}<0$, where $\nabla^{2} E\left(\boldsymbol{\theta}_{\text {init }}\right)$, the Hessian evaluated at $\boldsymbol{\theta}_{\text {init }}$, was indefinite. Intriguingly enough, it is easy to confirm for the three-data case that the posed "descent" direction of negative curvature $\Delta \boldsymbol{\theta}$ is orthogonal to $-\nabla E$, the steepest-descent direction.

Claim: Line search from $\boldsymbol{\theta}_{\text {init }}$ to $\boldsymbol{\theta}_{\text {sol }}$ monotonically decreases the squared error $E\left(\boldsymbol{\theta}_{\text {init }}+\eta \Delta \boldsymbol{\theta}\right)$ as the step size $\eta$ (scalar) changes from 0 to 1 ; hence, no plateau.
Proof for the three-data case: (The five-data case can be proved in a similar fashion.) Using target values $\mathrm{ON}=1$ and off $=0$, let $q(\eta) \equiv E\left(\boldsymbol{\theta}_{\text {init }}+\eta \Delta \boldsymbol{\theta}\right)-E\left(\boldsymbol{\theta}_{\text {init }}\right)$. Then, we show below that $q^{\prime}(\eta)<0$ using a property that $\phi(-x)=1-\phi(x)$ :

$$
\begin{aligned}
& q(\eta)=\frac{1}{2}\left\{\phi(-0.5-\eta)-\phi(0.5-\eta)-\mathrm{ON}^{2}+\frac{1}{2}\left\{\phi(-0.5+\eta)-\phi(0.5+\eta)-\mathrm{ON}^{2}-\{\phi(-0.5)-\phi(0.5)-\mathrm{ON}\}^{2}\right.\right. \\
& =\frac{1}{2}\{1-\phi(0.5+\eta)-\phi(0.5-\eta)-\mathrm{ON}\}^{2}+\frac{1}{2}\{1-\phi(0.5-\eta)-\phi(0.5+\eta)-\mathrm{ON}\}^{2}-\{1-\phi(0.5)-\phi(0.5)-\mathrm{ON}\}^{2} \\
& =\{1-\mathrm{ON}-\phi(0.5+\eta)-\phi(0.5-\eta)\}^{2}-\{1-\mathrm{ON}-2 \phi(0.5)\}^{2} \\
& =\{\phi(0.5+\eta)+\phi(0.5-\eta)\}^{2}-4\{\phi(0.5)\}^{2} .
\end{aligned}
$$

Differentiation leads to $q^{\prime}(\eta)=2\{\phi(0.5+\eta)+\phi(0.5-\eta)\}\left\{\phi^{\prime}(0.5+\eta)-\phi^{\prime}(0.5-\eta)\right\}<0$ because $\phi(0.5+\eta)>0, \phi(0.5-\eta)>0$, and $\eta>0$, which guarantees $\phi^{\prime}(0.5+\eta)<\phi^{\prime}(0.5-\eta)$.

## 4 Summary

In a general setting, we have proved that negative curvature can arise in MLP-learning. To make it analytically tractable, we intentionally used noise-free small data sets but on "noisy" data, the conditions for Theorems 1 and 2 most likely hold in the vicinity of singularity regions; it then follows that the Hessian $\nabla^{2} E$ tends to be indefinite (of nearly full rank). Our numerical results confirm that the negative-curvature information is of immense value for escaping from singularity plateaus including some problems where no method was developed to alleviate plateaus. In simulation, we employed the second-order stagewise backpropagation [12] (that can evaluate $\nabla^{2} E$ and $\mathbf{J}^{T} \mathbf{J}$ at the essentially same cost; see proof therein) to obtain $\nabla^{2} E$ explicitly and its eigen-directions so as to exploit negative curvature. This approach is suitable for up to medium-scale problems, for which our analysis suggests using existing trust-region globalization strategies whose theory has thrived on negative curvature including indefinite dogleg [19]. For large-scale problems, one could resort to matrix-free Krylov subspace methods: Among them, the truncated conjugate-gradient (Krylovdogleg) method tends to pick up an arbitrary negative curvature (hence, slowing down learning; see [20] for numerical evidence); so, other trust-region Krylov subspace methods are of our great interest such as a Lanczos type [21] and a parameterized eigenvalue approach [22].
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