Appendix

A.1 MMH: Max-margin Harmonium

For the special max-margin Harmonium (MMH), the learninglgem is the same as defined in
Section 3.1, and only several changes are needed to esparat@eters based on the general learn-
ing procedure. In this section, we present the necessangelsdor learning MMH. For any other
special cases of multi-view Markov networks, the learniag be similarly done.

With the definitions of local conditionals in Section 4, wencdirectly write the joint model
distributionp(x, z, h) based on the constructive definition and the marginal de¢éiioodp(x, z)
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Then, we use the contrastive divergence method and inteodwo variational distribution
qo and ¢;. In this case, we can make a superficially simpler mean fieklraption that
q(x,z,h) =[], q(z;) [1; a(2;) [ I ¢(hx). Indeed, the general structured mean field assumption as

made in Section 3.2 will lead to the same results, that is|ly flactorized form ofg(x), ¢(z) and
q(h). Specifically, we have the following fully factorized updatiles for posterior inference of

q(x) = H q(z:) = Hp(xz'lEq(m [H])
q(z) = H q(zj) = HP(ZJ Eqer) [H])

q(h) =[] a(he) = [ [ p(hk|Byx) [X], Eq(z) [Z]).
k k

Similarly, (z;,z;) are clamped at their observed values §gr and onlyg(h) is updated. The
distribution¢; is achieved by performing the above updates starting fggpmSeveral iterations
can yield a goody;. After we have inferred, and¢;, parameter estimation can be done by an
alternating procedure as in Section 3.2. The first step @hating V with © fixed is to learn a
multi-class SVM, which is

min SCi[V]3+Ca 5 maALa(s) =V B (A1)
Note that in this case, the latent representation (i.e.eetgpion of H) is simply written as
Ep(hjx,2)[H] = v, wherev, = x"W., +z' Uy, V1 < k < K, when input data andz are
fully observed. If missing values exist #nor z, the corresponding components are replaced with

their expected values. Therefore, the prediction tasks, @assification and retrieval) can be easily
done in testing, as detailed in Section 3.2.

For the second step of estimatifg the sub-gradient is computed as
Va; = —Eq, [LEJ +Eq [-731], VBj = —Eq, [Zj] +Eq [Zj]v v(ak_l) = —Eq [zl%a_l] +Eq [Zio'_l]v

1
VWi = —Eqg, [xih;c]Jrth [xlh;s] 7025 Z(Vﬂdk’ - Vydk)qu [zi]
d

1
VUi = —Eqq [Zjh;c]JrEfn [Z]hk] 7025 Z(Vﬂdk - Vydk)qu 23],
d

whereh) = x"W, + 2z Uy andy; = argmax,[Aly(y) + VT Ey [f(Hg,y)] is the loss-
augmented predictiorBased on the definition af,, the expectationg,, [x;] andE,, [z;] are actu-
ally the count frequency of; andz;, respectively.
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