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Abstract

We interpret the time interval data obtained from periodically stimulated
sensory neurons in terms of two simple dynamical systems driven by noise
with an embedded weak periodic function called the signal: 1) a bistable
system defined by two potential wells separated by a barrier, and 2) a Fit-
zHugh-Nagumo system. The implementation is by analog simulation: elec-
tronic circuits which mimic the dynamics. For a given signal frequency, our
simulators have only two adjustable parameters, the signal and noise intensi-
ties. We show that experimental data obtained from the periodically stimu-
lated mechanoreceptor in the crayfish tailfan can be accurately approximated
by these simulations. Finally, we discuss Stochastic resonance in the two
models.

1 INTRODUCTION

It is well known that sensory information is transmitted to the brain using a
code which must be based on the time intervals between neural firing events or
the mean firing rate. However, in any collection of such data, and even when
the sensory system is stimulated with a periodic signal, statistical analyses have
shown that a significant fraction of the intervals are random, having no coher-
ent relationship to the stimulus. We call this component the "noise”. It is clear
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that coherent and incoherent subsets of such data must be separated. Moreover,
the noise intensity depends upon the stimulus intensity in a nonlinear manner
through, for example, efferent connections in the visual system (Kaplan and
Barlow, 1980) and is often much larger (sometimes several orders of magnitude
larger!) than can be accounted for by equilibrium statistical mechanics (Denk
and Webb, 1992). Evidence that the noise in networks of neurons can dynami-
cally alter the properties of the membrane potential and time constants has also
been accumulated (Kaplan and Barlow, 1976; Treutlein and Schulten, 1985;
Bernander, Koch and Douglas, 1992). Recently, based on comparisons of inter-
spike interval histograms (ISIH’s) obtained from passive analog simulations of
simple bistable systems, with those from auditory neurons, it was suggested that
the noise intensity may play a critical role in the ability of the living system to
sense the stimulus intensity (Longtin, Bulsara and Moss, 1991). In this work, it
is shown that in the simulations, ISIH’s are reproduced provided that noise is
added to a weak signal, i.e. one that cannot cause firing by itself. All of these
processes are essentially nonlinear, and they indicate the ultimate futility of
simply measuring the "background spontaneous rate” and later subtracting it
from spike rates obtained with a stimulus applied. Indeed, they raise serious
doubts regarding the applicability of any linear transform theory to neural prob-
lems.

In this paper, we investigate the possibility that the noise can enhance the ability
of a sensory neuron to transmit information about periodic stimuli. The present
study relies on two objects, the ISIH and the power spectrum, both familiar
measurements in electrophysiology. These are obtained from analog simulations
of two simple dynamical systems, 1) the overdamped motion of a particle in a
bistable, quartic potential; and 2) the FitzHugh-Nagumo model. The results of
these simulations are compared with those from experiments on the mechanore-
ceptor in the tailfan of the crayfish Procambarus clarkii.

2 THE ANALOG SIMULATOR

Previously, we made detailed comparisons of ISIH’s obtained from a variety of
sensory modalities (Longtin, Bulsara and Moss, 1991) with those measured on
the bistable system,

X=x-x3 + &) + esin(wt) (1)

where e is the stimulus intensity, and £ is a quasi white, Gaussian noise, defined
by (&0)&(s)) = (D/7exp(- |t-s|/7) with D the noise intensity and 7 a
(dimensionless) noise correlation time. Quasi white means that the actual noise
correlation time is at least one order of magnitude smaller than the integrator
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time constant (the "clock” by which the simulator measures time). It was shown
that the neurophysiological data could be satisfactorily matched by data from
the simulation by adjusting either the noise intensity or the stimulus intensity
provided that the other quantity had a value not very different from the height
of the potential barrier. Moreover, bistable dynamical systems of the type rep-
resented by Eq. (1) (and many others as well) have been frequently used to
demonstrate stochastic resonance (SR), an essentially nonlinear process
whereby the signal-to-noise ratio (SNR) of a weak signal can be enhanced by
the noise. Below we show that SR can be demonstrated in a typical excitable
system of the type often used to model sensory neurons. This raises a tantaliz-
ing question: can SR be discovered as a naturally occurring phenomenon in
living systems? More information can be found in a recent review and work-
shop proceedings (Moss, 1993; Chialvo and Apkarian, 1993; Longtin, 1993).

There is, however, a significant difference between the dynamics represented by
Eq. (1) and the more usual neuron models which are excitable systems. A
simple example of the latter is the FitzHugh-Nagumo (FN) model, the ISIH's of
which have recently been studied (Longtin, 1993). The FN model is an excit-
able system controlled by a bifurcation parameter. When the voltage variable is
perturbed past a certain boundary, a large excursion, identified with a neural
firing event, occurs. Thus a deterministic refractory period is built into the
model as the time required for the execution of a single firing event. By con-
trast, in the bistable system, a firing event is represented by the transition from
well 4 to well B. Before another firing can occur, the system must be reset by
a reverse transition from B to A, which is essentially stochastic. The bistable
system thus exhibits a statistical distribution of refractory periods. The FN
system is not bistable, but, depending on the value of the bifurcation parameter,
it can be either periodically firing (oscillating) or residing on a fixed point. The
FN model used here is defined by (Longtin, 1993),

V=wv-05)(1-v)-w+ ), 2)
w=v-w - [b+ esin{wt)], 3)

where v is the fast variable (action potential) to which the noise ¢ is added, w is
the recovery variable to which the signal is added, and b is the bifurcation par-
ameter. The range of behaviors is given by: & >0.65, fixed point and b = 0.65,
oscillating. We operate far into the fixed point regime at b = 0.9, so that
bursts of sustained oscillations do not occur. Thus single spikes at more-or-
less random times but with some coherence with the signal are generated. A
schematic diagram of the analog simulator is shown in Fig. 1. The simulator is
constructed of standard electronic chips: voltage multipliers (X) and operational
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Fig.1 Analog simulator of FitzHugh-Nagumo model. The characteris-
tic response times are determined by the integrator time constants as
shown. The noise correlation time was 7, = 105 s.

amplifier summers (+). The fast variable, Wr), was digitized and analyzed for
the ISIH and the power spectrum by the PC shown. Note that the noise correla-
tion time, 1075 s, is equal to the fast variable integrator time constant and is
much larger than the slow variable time constant. This noise is, therefore, col-
ored. Analog simulator designs, nonlinear experiments and colored noise have
recently been reviewed (Moss and McClintock, 1989). Below we compare data
from this simulator with electrophysiological data from the crayfish.















