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We are developing a phoneme based. speaker-dependent continuous 
speech recognition system embedding a Multilayer Perceptron (MLP) 
(Le .• a feedforward Artificial Neural Network). into a Hidden Markov 
Model (HMM) approach. In [Bourlard & Wellekens]. it was shown that 
MLPs were approximating Maximum a Posteriori (MAP) probabilities 
and could thus be embedded as an emission probability estimator in 
HMMs. By using contextual information from a sliding window on the 
input frames. we have been able to improve frame or phoneme clas
sification performance over the corresponding performance for Simple 
Maximum Likelihood (ML) or even MAP probabilities that are esti
mated without the benefit of context. However. recognition of words in 
continuous speech was not so simply improved by the use of an MLP. 
and several modifications of the original scheme were necessary for 
getting acceptable performance. It is shown here that word recognition 
performance for a simple discrete density HMM system appears to be 
somewhat better when MLP methods are used to estimate the emission 
probabilities. 

1 INTRODUCTION 

We have performed a number of experiments with a 1000-word vocabulary continu
ous speech recognition task. Our frame classification results [Bourlard et al .• 1989] 
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are consistent with other research showing the capabilities of MLPs trained with back
propagation-styled learning schemes for the recognition of voiced-unvoiced speech seg
ments [Gevins & Morgan, 1984], isolated phonemes [Watrous & Shastri, 1987; Waibel 
et al., 1988; Makino et al., 1983], or of isolated words [peeling & Moore, 1988]. These 
results indicate that "neural network" approaches can, for some problems, perform pattern 
classification at least as well as traditional HMM approaches. However, this is not par
ticularly mysterious. When traditional statistical assumptions (distribution, independence 
of multiple features, etc.) are not valid, systems which do not rely on these assumptions 
can work better (as discussed in [Niles et al., 1989]). Furthermore, networks provide 
an easy way to incorporate multiple sources of evidence (multiple features, contextual 
windows, etc.) without restrictive assumptions. 

However, it is not so easy to improve the recognition of words in continuous speech by 
the use of an MLP. For instance, while it has been shown that the outputs of a feedforward 
network can be used as emission probabilities in an HMM [Bourlard et al., 1989], the 
corresponding word recognition performance can be very poor. This is true even when 
the same network demonstrates extremely good performance at the frame or phoneme 
levels. We have developed a hybrid MLP-HMM algorithm which (for a preliminary 
experiment) appears to exceed perfonnance of the same HMM system using standard 
statistical approaches to estimate the emission probabilities. This was only possible after 
the original algorithm was modified in ways that did not necessarily maximize the frame 
recognition performance for the training set We will describe these modifications below, 
along with experimental results. 

2 METHODS 

As shown by both theoretical [Bourlard & Wellekens, 1989] and experimental [Bourlard 
& Morgan, 1989] results, MLP output values may be considered to be good estimates of 
MAP probabilities for pattern classification. Either these, or some other related quantity 
(such as the output normalized by the prior probability of the corresponding class) may be 
used in a Viterbi search to determine the best time-warped succession of states (speech 
sounds) to explain the observed speech measurements. This hybrid approach (MLP 
to estimate probabilities, HMM to incorporate them to recognize continuous speech as 
a succession of words) has the potential of exploiting the interpolating capabilities of 
MLPs while using a Dynamic Time Warping (DTW) procedure to capture the dynamics 
of speech. 

However, to achieve good perfonnance at the word level, the following modifications of 
this basic scheme were necessary: 

• MLP training methods - a new cross-validation [Stones, 1977] training algorithm 
was designed in which the stopping criterion was based on perfonnance for an 
independent validation set [Morgan & Bourlard, 1990]. In other words, training 
was stopped when perfonnance on a second set of data began going down, and not 
when training error leveled off. This greatly improved generalization, which could 
be further tested on a third independent validation set 
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• probability estimation from the MLP outputs - In the original scheme [Bourlard 
& Wellekens, 1989], MLP outputs were used as MAP probabilities for the HMM 
directly. While this helped frame performance, it hurt word performance. This 
may have been due at least partly to a mismatch between the relative frequency 
of phonemes in the training sets and test (word recognition) sets. Division by 
the prior class probabilities as estimated from the training set removed this effect 
of the priors on the DTW. This led to a small decrease in frame classification 
performance, but a large (sometimes 10 - 20%) improvement in word recognition 
rates (see Table 1 and accompanying description). 

• word transition costs for the underlying HMM - word transition penalties had to be 
increased for larger contextual windows to avoid a large number of insertions; see 
Section 4. This is shown to be equivalent to keeping the same word transition cost 
but scaling the log probabilities down by a number which reflected the dependence 
of neighboring frames. A reasonable value for this can be determined from recog
nition on a small number of sentences (e.g., 50), choosing a value which results in 
insertions at most equal to the number of deletions. 

• segmentation of training data - much as with HMM systems, an iterative procedure 
was required to time align the training labels in a manner that was statistically 
consistent with the recognition methods used. In our most recent experiments, we 
segmented the data using an iterative Viterbi alignment starting from a segmentation 
based on average phoneme durations, and terminated at the segmentation which 
led to the best performance on an independent test set For one of our speakers, 
we had available a more accurate frame labeling (produced by an automatic but 
more complex procedure [Aubert, 1987]) to use as a start point for the iteration, 
which led to even better performance. 

3 EXPERIMENTAL APPROACH 

We have been using a speaker-dependent German database (available from our collabora
tion with Philips) called SPICaS [Ney & Noll, 1988]. The speech had been sampled at a 
rate of 16 kHz, and 30 points of smoothed, "mel-scaled" logarithmic spectra (over bands 
from 200 to 6400 Hz) were calculated every 10-ms from a 512-point FFf over a 25-ms 
window. For our experiments, the mel spectrum and the energy were vector-quantized 
to pointers into a single speaker-dependent table of prototypes. 

Two independent sets of vocabularies for training and test are used. The training data
set consists of two sessions of 100 German sentences per speaker. These sentences 
are representative of the phoneme distribution in the German language and include 2430 
phonemes in each session. The two sessions of 100 sentences are phonetically segmented 
on the basis of 50 phonemes, using a fully automated procedure [Aubert, 1987]. The 
test set consists of one session of 200 sentences per speaker. The recognition vocabulary 
contains 918 words (including the "silence" word) and the overlap between training and 
recognition is 51 words. Most of the latter are articles, prepositions and other structural 
words. Thus, the training and test are essentially vocabulary-independent. Initial tests 
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used sentences from a single male speaker. The final algorithms were tested on an 
additional male and female speaker. 

The acoustic vectors were coded on the basis of 132 prototype vectors by a simple binary 
representation with only one bit 'on'. Multiple frames were used as input to provide 
context to the network. In the experiments reported here. the context was 9 frames. while 
the size of the output layer was kept fixed at 50 units. corresponding to the 50 phonemes 
to be recognized. The input field contained 9 x 132 = 1188 units. and the total number of 
possible inputs was thus equal to 1329• There were 26767 training patterns (from the first 
training session of 100 sentences) and 26702 independent test patterns (from the second 
training session of 100 sentences). Of course. this represented only a very small fraction 
of the possible inputs. and generalization was thus potentially difficult Training was done 
by the classical "error-back propagation" algorithm. starting by minimizing an entropy 
criterion. and then the standard least-mean-square error criterion. In each iteration. the 
complete training set was presented. and the parameters were updated after each training 
pattern. To avoid overtraining of the MLP. improvement on a cross-validation set was 
checked after each iteration and if classification was decreasing. the adaptation parameter 
of the gradient procedure was reduced. otherwise it was kept constant Later on this 
approach was systematized by splitting the data in three parts: one for training. one for 
cross-validation and a third one absolutely independent of the training procedure for the 
actual validation. No Significant difference was observed between classification rates for 
the last two data sets. 

In [Bourlard et al .• 1989] this procedure was shown yielding improved frame classification 
performance over simple ML and MAP estimates. However. acceptable word recognition 
perfomance was still difficult to reach. 

4 WORD RECOGNITION RESULTS 

The output values of the MLP were evaluated for each frame. and (after division by the 
prior probability of each phoneme) were used as emission probabilities in a discrete HMM 
system. In this system. each phoneme was modeled with a single conditional density. 
repeated D /2 times. where D was a prior estimate of the duration of the phoneme. Only 
selfloops and sequential transitions were permitted. A Viterbi decoding was then used 
for recognition of the first hundred sentences of the test session (on which word entrance 
penalties were optimized), and our best results were validated by a further recognition on 
the second hundred sentences of the test set Note that this same simplified HMM was 
used for both the ML reference system (estimating probabilities directly from relative 
frequencies) and the MLP system. and that the same input features were used for both. 

Table 1 shows the recognition rate (100% - error rate, where errors includes insertions. 
deletions. and substitutions) for the first 100 sentences of the test session. All runs except 
the last were done with 20 hidden units in the MLP. as suggested by frame performance. 
Note the significant positive effect of division of the MLP outputs. which are trained 
to approximate MAP probabilities. by estimates of the prior probabilities for each class 
(denoted "MLP/priors" in Thble 1). 
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Table 1: Word Recognition, speaker mOO3 

system size of % correct 
method context test I validation 

MLP 1 27.3 
MLP/priors 1 49.7 

MLP 9 40.9 
MLP/priors 9 51.9 52.2 

ML 1 52.6 52.5 
MLP/priors 9 53.3 
(0 hidden) 

Table 2: Word Recognition using Viterbi segmentation, speaker mOO3 

I method I context I test I 
MLP/priors 9 65.3 
(0 hidden) 

ML 1 56.9 

Word transition probabilities were optimized for both the Maximum Likelihood and MLP 
style HMMs. This led to a word exit probability of 10-8 for the ML and for I-frame 
MLP's, and 10- 14 for an MLP with 9 frames of context After these adjustments, 
performance was essentially the same for the two approaches. Performance on the last 
hundred sentence of the test session (shown in the last column of Table 1) validated that 
the two systems generalized equivalently despite these tunings. 

An initial time alignment of the phonetic transcription with the data (for this speaker) 
had previously been calculated using a program incorporating speech-specific knowledge 
[Aubert, 1987]. This labeling had been used for the targets of the frame-based training 
described above. We then used this alignment as a ''bootstrap'' segmentation for an 
iterative Viterbi procedure, much as is done in conventional HMM systems. As with the 
MLP training, the data was divided into a training and cross-validation set, and the best 
segmentation (corresponding to the best validation set frame classification rate) was used 
for later training. For both cross-validation procedures, we switched to a training set of 
150 sentences (two repetitions of 75 sentences) and a cross-validation set of 50 sentences 
(two repetitions of 25 each). Finally, since the best performance in Table 1 was achieved 
using no hidden layer, we continued our experiments using this simpler network, which 
also required only a simple training procedure (entropy error criterion only). Table 2 
shows this performance for the full 200 recognition sentences (test + validation sets from 
Table 1). 

Two of the more puzzling observations in this work were the need to increase word 
entrance penalties with the width of the input context and the difficulty to reflect good 
frame performance at the word level. MLPs can make better frame level discriminations 
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than simple statistical classifiers, because they can easily incorporate multiple sources of 
evidence (multiple frames, multiple features) without simplifying assumptions. However, 
when the input features within a contextual window are roughly independent. the Viterbi 
algorithm will already incorporate all of the context in choosing the best HMM state 
sequence explaining an utterance. If emission probabilities are estimated from the outputs 
of an MLP which has a 2c + 1 frame contextual input. the probability to observe a 
feature sequence {It, 12, ... , fN} (where fn represents the feature vector at time n) on 
a particular HMM state q" is estimated as: 

N 

II P{Ii-c, ... , fi,"" fi+clq,,), 
i-I 

where Bayes' rule has already been used to convert the MLP outputs (which estimate 
MAP probabilities) into ML probabilities. If independence is assumed. and if boundary 
effects (context extending before frame 1 or after frame N) are ignored (assume (2c+ 1) <: 
N). this becomes: 

N c N 

II II p{fi+;lq,,) = II [P{lilq,,)]2c+l, 
i-I ;--c 

where the latter probability is just the classical Maximum Likelihood solution, raised to 
the power 2c + 1. Thus. if the features are independent over time. to keep the effect of 
transition costs the same as for the simple HMM. the log probabilities must be scaled 
down by the size of the contextual window. Note that. in the more realistic case where 
dependencies exist between frames. the optimal scaling factor will be less than 2c + 1. 
down to a minimum of 1 for the case in which frames are completely dependent (e.g .• 
same within a constant factor); the scaling factor should thus reflect the time correlation 
of the input features. Thus. if the features are assumed independent over time. there is 
no advantage to be gained by using an MLP to extract contextual information for the 
estimation of emission probabilities for an HMM Viterbi decoding. In general. the relation 
between the MLP and ML solutions will be more complex. because of interdependence 
over time of the input features. However. the above relation may give some insight as 
to the difficulty we have met in improving word recognition performance with a single 
discrete feature (despite large improvements at the frame level). More positively. our 
results show that the probabilities estimated by MLPs can be used at least as effectively 
as conventional estimates and that some advantage can be gained by providing more 
information for estimating these probabilities. 

We have duplicated our recognition test\! for two other speakers from the same data base. 
In this case. we labeled each training set (from the original male plus a male and a 
female speaker) using a Viterbi iteration initialized from a time-alignment based on a 
simple estimate of average phoneme duration. This reduced all of the recognition scores. 
underlining the necessity of a good start point for the Viterbi iteration. However. as can be 
seen from the Table 3 results (measured over the full 200 recognition sentences). the MLP
based methods appear to consistently offer at least some measurable improvement over the 
simpler estimation technique. In particular. the performance for the two systems differed 
significantly (p < 0.001) for two out of three speakers. as well as for a multispeaker 



192 Bourlard and Morgan 

Table 3: Word Recognition for 3 speakers. simple initialization 

I speaker I MLE I MLP I 
moo3 54.4 59.7 
mOO 1 47.4 51.9 
wOlO 54.2 54.3 

comparison over the three speakers (in each case using a normal approximation to a 
binomial distribution for the null hypothesis). 

5 CONCLUSION 

These results show some of the improvement for MLPs over conventional HMMs which 
one might expect from the frame level results. MLPs can sometimes make better frame 
level discriminations than simple statistical classifiers. because they can easily incorporate 
multiple sources of evidence (multiple frames. multiple features). which is difficult to 
do in HMMs without major simplifying assumptions. In general. the relation between 
the MLP and ML word recognition is more complex. Part of the difficulty with good 
recognition may be due to our choice of discrete. vector-quantized features. for which 
no metric is defined over the prototype space. Despite these limitations. it now appears 
that the probabilities estimated by MLPs may offer improved word recognition through 
the incorporation of context in the estimation of emission probabilities. Furthermore. our 
new result shows the effectiveness of Viterbi segmentation in labeling training data for an 
MLP. This result appears to remove a major handicap of MLP use. i.e. the requirement 
for hand-labeled speech. and also offers the possibility to deal with more complex HMMs. 
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