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S1 amLDS inference: Kalman smoothing

The goal is to estimate the posterior distribution of the latent state z, using all available measurements
x1.7. This posterior has joint multivariate Gaussian statistics with marginal parameters ji;|7 and Y,
which is computed in two stages, a forward pass corresponding to Kalman filtering and a backward
pass which implements Kalman smoothing. We will use the double index ¢|¢’ to denote both the time
index of the latent variable, ¢, and to signal the range of observations that the posterior is conditioned
on ¢/, namely, P(z[x1./,0) = N (pgyer, Seper ).

The Kalman filtering involves recursive updates in a forward pass, alternating between updates that
propagate beliefs about the current state z; given only the previous state z;_1, using the stimulus-
specific parameters:

Kijg—1 = Akﬂt\tﬂ + bt (L
DIMPINIES Akzt\t—lAZ + Qx, (2)

and steps that incorporate evidence from the current observation x;, via the animal-specific observa-
tion model parameters:

By = i1 + Ke(xe — Crnpty—) (3)
i = V-1 + K Cr X1 “4)
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where K denotes the Kalman gain.

The smoothing (backward pass) incorporates evidence from the later part of the observation sequence:

By = P+ Fe(peir — tyga)e) (6)
Sir =By + Fe(Siar — Etl\t)FtT @)
F = A S, ®)

with F'; denoting the smoothing analogue of the Kalman gain.
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Figure S1: Manifold alignment across animals. Animal-specific loading matrices C,,, estimated
using amLDS from the olfactory bulb neural datasets. The observation space (y-axis) includes the set
of electrodes that are active (not damaged) in all animals.
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