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Abstract

Humans and animals explore their environment and acquire useful skills even in
the absence of clear goals, exhibiting intrinsic motivation. The study of intrinsic
motivation in artificial agents is concerned with the following question: what is a
good general-purpose objective for an agent? We study this question in dynamic
partially-observed environments, and argue that a compact and general learning
objective is to minimize the entropy of the agent’s state visitation estimated using a
latent state-space model. This objective induces an agent to both gather information
about its environment, corresponding to reducing uncertainty, and to gain control
over its environment, corresponding to reducing the unpredictability of future
world states. We instantiate this approach as a deep reinforcement learning agent
equipped with a deep variational Bayes filter. We find that our agent learns to
discover, represent, and exercise control of dynamic objects in a variety of partially-
observed environments sensed with visual observations without extrinsic reward.

1 Introduction

Reinforcement learning offers a framework for learning control policies that maximize a given
measure of reward – ideally, rewards that incentivize simple high-level goals, such as survival,
accumulating a particular resource, or accomplishing some long-term objective. However, extrinsic
rewards may be insufficiently informative to encourage an agent to explore and understand its
environment, particularly when the environment is partially-observed: when the agent has a limited
view of its environment. A generalist agent should instead acquire an understanding of its environment
before a specific objective or reward is provided. This goal motivates the study of self-supervised /
unsupervised reinforcement learning: algorithms that provide the agent with an intrinsically-grounded
drive to acquire understanding and control of its environment in the absence of an extrinsic reward
signal. Agents trained with intrinsic reward signals might accomplish tasks specified via simple and
sparse rewards more quickly, or may acquire broadly useful skills that could be adapted to specific
task objectives. Our aim is to design an embodied agent and a general-purpose intrinsic reward
signal that leads to the agent controlling partially-observed environments when equipped only with a
high-dimensional sensor (camera) and no prior knowledge.

A large body of prior methods for self-supervised reinforcement learning focus on attaining coverage,
typically through novelty-seeking or skill-discovery objectives; see Hafner et al. [25] for a survey.
As argued in prior work [18, 16, 14, 6], a compelling alternative to coverage suited to complex and
dynamic environments is to minimize surprise, which incentivizes an agent to control aspects of its
environment to achieve homeostasis within it – i.e. constructing and maintaining a niche where it can
reliably remain despite external perturbations. We generally expect agents that succeed at minimizing
surprise in complex environments to develop similarly complex behaviors; such acquired complex
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Figure 1: Top row: The environment consists of a large number of objects, some of which (e.g., the goat)
move and act in unpredictable ways, and are not observed unless the agent is nearby. Bottom row: If the agent
maintains a latent state space model of the world, it has uncertain beliefs about unobserved objects, particularly
those that are dynamic (like the goat). If the agent reduces the long-horizon average entropy of its beliefs, it will
first seek out information (e.g., finding the goat), and then modify the environment to limit the range of states the
goat can occupy even when it is no longer observed, for example by building a fence around it.

behaviors may be repurposed for other tasks [6]. However, these frameworks do not explicitly address
the difficulty of controlling partially-observed environments: if an otherwise complex and chaotic
environment contains a “dark room” (small reliable niche), an agent could minimize surprise simply
by hiding in this room and refusing to make meaningful observations, thereby failing to explore and
control the wider surrounding environment.

Consider Fig. 1, which depicts a partially-observed outdoor environment with various flora (trees,
vegetables, and grass), fauna (a goat), weather, and an agent. We will discuss three different intrinsic
incentives an agent might adopt in this environment. If the agent’s incentive is to (i) minimize the
entropy of its next observation, it will seek the regions with minimal unpredictable variations in flora,
fauna, and weather. This is unsatisfying because it merely requires avoidance, rather than interaction.
Let us assume the agent will maintain a model of its belief about a learned latent state – the agent
cannot observe the true state, instead it learns a state representation. Further, let us assume the agent
maintains a separate model of the visitation of its latent state – we will refer to this distribution as its
latent visitation. If the agent’s incentive is to (ii) minimize the entropy of belief (either at every step
or at some final step), the agent will gather information and take actions to make the environment
predictable: find and observe the changes in flora, fauna, and weather that are predictable and avoid
those that aren’t. However, once it has taken actions to make the world predictable, this agent is
agnostic to future change – it will not resist predictable changes in the environment. Finally, if the
agent’s incentive is to (iii) minimize the entropy of its latent visitation, this will result in categorically
different behavior: the agent will seek both to make the world predictable by gathering information
about it and prevent it from changing. While both the belief and latent visitation entropy minimization
objectives are worthwhile intrinsic motivation objectives to study, we speculate that an agent that is
adept at preventing its environment from changing will generally learn more complex behaviors.

We present a concise and effective objective for self-supervised reinforcement learning in dynamic
partially-observed environments: minimize the entropy of the agent’s latent visitation under a
latent state-space model learned from exploration. Our method, which we call Intrinsic Control by
Information Capture (IC2), results in an agent that learns to seek out and control factors of variation
outside of its immediate observations. We instantiate this framework by simultaneously learning a
state-space model as a deep variational Bayes filter along with a policy that employs the model’s
beliefs. Our experiments show that our method learns to discover, represent, and control dynamic
entities in partially-observed visual environments with no extrinsic reward signal, including in several
3D environments.

2 Maxwell’s Demon and Belief Entropy

The main concept behind our approach to self-supervised reinforcement learning is that incentivizing
an agent to minimize the entropy of its beliefs about the world is sufficient to lead it to both gather in-
formation about the world and learn to control aspects of its world. Our approach is partly inspired by
a well-known connection between information theory and thermodynamics, which can be illustrated
informally by a version of the Maxwell’s Demon thought experiment [47, 42]. Imagine a container
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