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A Algorithms

A.1 Gamma Bernoulli acceptance sheme

For any € € (0,3/4), the Gamma Bernoulli acceptance scheme, GBAS, due to Huber [1] yields an
(€, 0)-approximation requiring at most [¢*(e, §)] accepted draws, with

U*(6,6) == 2(1 = (4/3)e) '€ 2 In(2/5).

The estimate is obtained by normalizing the number of accepts minus one by a Gamma distributed
variable, which is generated as a sum of random variables that follow Exp(1) distribution:

Function GBAS-ESTIMATE({2, u, €, 0)

Gl k+ [v*(¢,0)],t+ 0,8+ 0

G2 Repeatt <+ t + EXP(1), s + s+ SAMPLE({, u) until s = k
G2 Return u(f2) - (k — 1)/t

In fact, supposing one can evaluate the cumulative distribution function of Gamma(k, k — 1) for any
positive integer k, one can replace the upper bound above by the exact minimizing value in step G1:

k+ min{kz : Z ~ Gamma(k,k —1),Pr(|Z — 1] > €) < (5} :

For instance, with e = 0.1 and § = 0.05 we get that k = 388 accepted draws suffice.

A.2 Preprocessing: Sinkhorn balancing

The rejection sampling method of Huber and Law [2] makes the matrices nearly doubly stochastic,
meaning that all row and column sums of the matrix are close to 1. There are multiple ways of
approaching the problem of making a matrix nearly doubly stochastic, and we follow the methodology
of Sullivan and Beichl [5]. They use Sinkhorn balancing, a method in which we alternate between
dividing each row vector and each column vector by their corresponding sums. If for every positive
entry there exists a permutation of positive weight to which it belongs to, the Sinkhorn balancing is
guaranteed to converge linearly in the number of iterations [4].

This property can be obtained by interpreting the matrix as a (weighted) adjacency matrix of a
bipartite graph and running Tassa’s algorithm [6] on it, which removes the edges that are not part of
any perfect matching. According to Sullivan and Beichl, running n? iterations of Sinkhorn balancing
after this tends to be sufficient for getting the matrix close enough to being doubly stochastic. Finally,
Huber and Law divide each row vector by their largest value. This last step can never increase the
ratio of the Huber—Law bound and the exact value of the permanent. For the Brouwer—Schrijver
bound, there is no difference.

A.3 Incremental computation of the Huber-Law and Brouwer—Schrijver bounds

The rejection sampler based on the Huber-Law bound is straightforward to implement to work
in O(n?) time. As we proceed, we maintain the row sums of a matrix A = (a;;) in an array
[r1,72,...,7]. When we enter a column j, we decrease the row sums by their corresponding entries
in the column. Denote the matrix obtained from A by zeroing all entries on the ¢th row and the jth
column except the entry that is on the ith row and the jth column by f(A4, 4, j). Then, each upper
bound UHL(f(A, 14, )) can be written as

where h is the function used in the Huber—Law bound. All bounds for a column 5 can be computed in
O(n) time by precomputing products H};:l h(rs)/eand [Th_, h(rs)/e forall k € N. After using
these upper bounds for picking a row 4, we replace A with f(A,4,j) and r; with a;;. A similar
method is applied in implementing the rejection sampler based on the Brouwer—Schrijver bound. We
will show that, for a matrix A = (a;;), we can compute the values USS(f(A,i,j)) forall i, j € N



in O(n?) time after some preprocessing. Assuming that there is always a column on which the
Brouwer—Schrijver bound is nesting, we can pick the column with the smallest sum of upper bounds
and use that column to sample a row—column pair (i, j). After that, if we do not reject the sample, we
apply the same procedure on the matrix obtained from A by removing the ith row and the jth column.
If the sample does not get not rejected whilst running the procedure repeatedly, we will eventually
end up with a positive 1 x 1 matrix at which point we accept the sample. Therefore, the total time
complexity per trial then becomes O(n?) given that the assumption holds.

The idea for computing the upper bounds is to maintain for each row ¢ an array of columns 5 sorted
in decreasing order by the entries a;;. Letting m;(t) to denote the ¢th column, write a, := a;; when
j = mi(t). Write also 6, := (k) — v(k — 1) for short. We observe that the n? values U (f(A, i, 7))
can be written as

n t—1 n
a;, - H (Za:kék—i— Z a:kék,l), fori,t =1,2,...,n.

s=1,s#i k=1 k=t+1

For each fixed s, the 2n sums, for ¢t = 1,2, ..., n, are computed in time O(n) by using the values
7s(t) and sum arrays. To maintain the values 74(t), we take the entries in each row of the matrix and
sort them at the beginning of the sampling, and after we delete a row and a column from the matrix, it
is simple to update the values in O(n?) time. With these values at hand for all s and ¢, the n? products
are computed in time O(n?) in a similar manner as with the Huber-Law bound. As the sorting needs
to be done only once and we need to compute O(n?) upper bounds for each subproblem, maintaining
the values does not increase the time complexity.

B Proofs

B.1 Proof of Lemma 5

Suppose p = mn~2. Then the mean of the binomial variable M equals m. Since the mean is an
integer, M has a unique median equalling the mean m. We will use the fact that for any nonnegative
random variable X, a median mx is at most twice the mean. Indeed, by Markov’s inequality,

1 ElX

- <Pr(X >mx) < L

2 mx
Consider the random variable X := E[U | M]. Since E[U | M = 1] is increasing in i, there is a
median mx that is at least E[U | M = m], whence E[U | M = m] < 2E[U].

B.2 Proof of Lemma 6

We will bound the expected value of the depth-d Huber-Law upper bound U := U}(A) of a random
(0,1)-matrix A. Write ¢t := n — d. For any ¢ x ¢t submatrix A7y of A, we have UM (A1x) =
et [I;c; h(rs), where r; is the number of 1s in the row A;x. Thus, by linearity of expectation and
independence of the entries, we get

B[] = (Z) aipt e BIR(X)),

where X is a binomial random variable with ¢ trials and success probability p. It remains to show
that h(r) is concave in [0, 00), for then Jensen’s inequality gives us E[h(X)] < h(E[X]) = h(tp).

To see that & is concave, recall that h(r) =1+ (e — 1)rif r < land h(r) =e—1+7+ L Inrif
r > 1. Clearly, h is separately concave in [0, 1] and in [1, c0). Therefore, it suffices to show that the
first derivative 1/ (r) is at most e — 1 for all r > 1. Calculation gives &'(r) =1+ 3~ < 3 <e— 1.

B.3 Proof of Lemma 7

By Lemma 4,

BV |37 = m] = n! () exp { - 2= + L _o(Z)].



On the other hand, combining Lemmas 5 and 6 gives
n d_d—n n—d
E[U|Mm]§2<d)d!p e " h((n—dp) ",

where p = mn~2. Writing t := n — d, taking the ratio, and simplifying yields

— SN =] 2 {2 o( )

PEEVIM=m] = tpe 2 m?

Using the Stirling bound #! > (27t)~1/2tte~t, we get

po 2 k) exp{17}+0(%z>}.

Vot (tp)t o 2
Since d < n — p~!, we have (n — d)p = tp > 1, and thus
h(tp) g 2 —2+ ln(tp).

tp 2tp
Using (1 + z/t)! < e” gives
h(tp)\t 1
((tpp)> < exp {% (2e —-24 ln(tp)) } — (62672pt)1/(2p) )
Simplifying,

3

p < (met/2) "2 (2 Lpt)/P) L 0P m™)

B.4 Proof of Lemma 9

We let Pr, E, and Var refer, respectively, to the probability measure, the expectation, and the variance
conditional on the event M = m. Let0 < o, 5 < 1.

By Markov’s inequality,
Pr(U >a 'E[U]) < a.

By Chebyshev’s inequality
Pr(V < (1-p)E[V])

IN

Pr(|V - E[V]| = SE[V])
Var[V]

BPE[V]?

5 (E[V?]

p (E[VP B 1)
= B20(n*m™?).

IN

Thus
Pr(U<a'E[U]andV > (1 - B)E[V]) > 1 —a— 720(n*>m™?).
B.5 Argument for Remark 1

Letc > 1and 0 < § < 1 be fixed numbers. Our claim is that, under the conditions of Theorem 2, for
all sufficiently large n,

(C2e71(n _ d)po)l/(QPO) <ec- (02671(71 _ d)p)l/(Q.”)7

where pg := p —n~'y/2pln L. In what follows, write ¢ := €**~! and b := v/21n §—! for short.
To prove the claim, we show that

(a(n—d)p)l/pofl/p% 1 asn — oo.



Since

1 1 p—opo _ b\/p < b
po p  pop  plnp—byp) ~ np32—b

and (n — d)p < n, it suffices to prove that
bln(an)
np3/2 — b

—1/2

—0 asn — o00.

Since a and b are constants and p > n for sufficiently large n, a sufficient condition is

Inn
ﬂ—>0 asn — o0.
nl/

This clearly holds.

C Experimental results

C.1 Test environment

The approximations in the instances of Table 1 of the paper and Figure 1 of the supplemental material
were computed on a laptop with one CPU (Kaby Lake R, 1.60 GHz) with a memory limit of 8 GiB.
The tests in Figure 2 of the paper and Figure 2 of the supplemental material were run on a computer
cluster on one CPU (Sandy Bridge, 2.66 GHz) with a memory limit of 2 GiB. The total running time
was limited to two days for each test class and to 4825 seconds for each test instance. The time limit
was chosen so that if the computation does not end in roughly 4825 seconds, the time required for
getting a (0.1, 0.05)-approximation of the permanent would be over eight hours.

C.2 Comparison of AdaPart implementations

We compare our ADAPART-d using the depth-0 bound and the original implementation ADAPART
of the AdaPart scheme by Kuck et al. [3] in Figure 1 by estimating the expected running times for
getting a (0.1, 0.05)-approximation. As both algorithms use the same permanental upper bound,
the differences in the running times are mostly due to implementation details. Based on our exper-
imentation, ADAPART-0 is 1-2 orders of magnitude faster than ADAPART, so we used only our
implementation in further testing.

C.3 Godsil-Gutman type estimators

To obtain an (e, §)-approximation of the permanent using the Godsil-Gutman type estimators, one
can use the median-of-means trick. This consists of doing O(In §~!) experiments in each of which
we draw O(e~2¢"/2) samples and take their mean. The value ¢™/2 is the critical ratio of the estimator,

Uniform

Running time (s)

¢ AdaPart
o AdaPart-0
T T T T

20 40 60 80 100
n

Figure 1: Estimates of expected running times on random instances for both AdaPart implementations.



Uniform Block Diagonal Bernoulli(0.2)
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Figure 2: Estimates of expected running times for Godsil-Gutman type indicators and HL-0.

and it is at most 3/2, 2/2 and 3/ 2)”/ 2 for reals, complex numbers, and quaternions, respectively.
Finally, the median of the means is an (¢, §)-approximation.

For computing the determinant, we used O(n?)-time Gaussian elimination despite the fact that there
are faster algorithms for that. Because the exponential critical ratio dominates the running time
of the estimator, it seemed extremely unlikely that implementing an algorithm for computing the
determinant with a slightly smaller time complexity would have affected the results significantly. We
call our implementations of the Godsil-Gutman type estimators based on reals, complex numbers,
and quaternions GG-r, GG-c, and GG-q, respectively, and they have been implemented in C++ like
our other implementations.

We drew 65 samples to estimate the expected running time of obtaining a (0.1, 0.05)-approximation.
These were compared to the expected running time of the HL-0 model, which performed the worst
in general of our rejection sampling models. The running times are plotted in Figure 2. From
these results, it is evident that the Godsil-Gutman estimators are impractical for approximating the
permanent even when n is close to 20, while the rejection samplers can usually go much further.
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Figure 3: Estimates of expected running times for rejection samplers.



C.4 Comparison of rejection samplers

Figure 3 contains estimates of expected running times for ADAPART-d and HL-d grouped by the
depth of the bound. The data is the same as in Figure 2 of the paper, but it is plotted so that the
models of the same depth can be compared more easily. In Uniform, HL-d beats ADAPART-d by
an order of magnitude and preprocessing does not have any significant effect. In the two other
classes, ADAPART-d performs better than HL-d. Preprocessing appears helpful for instances of Block
Diagonal and harmful for Bernoulli(0.2).
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