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Abstract

Operator-valued kernels have shown promise in supervised learning problems
with functional inputs and functional outputs. The crucial (and possibly restrictive)
assumption of positive definiteness of operator-valued kernels has been instrumental
in developing efficient algorithms. In this work, we consider operator-valued
kernels which might not be necessarily positive definite. To tackle the indefiniteness
of operator-valued kernels, we harness the machinery of Reproducing Kernel Krein
Spaces (RKKS) of function-valued functions. A representer theorem is illustrated
which yields a suitable loss stabilization problem for supervised learning with
function-valued inputs and outputs. Analysis of generalization properties of the
proposed framework is given. An iterative Operator based Minimum Residual
(OpMINRES) algorithm is proposed for solving the loss stabilization problem.
Experiments with indefinite operator-valued kernels on synthetic and real data sets
demonstrate the utility of the proposed approach.

1 Introduction

We consider the problem of learning a function-valued function F : X → Y between an input
space X and an output space Y of functions. Sometimes this problem is called functional regression
(Morris, 2015). Several applications (e.g. audio-visual apps, weather forecasting) motivate the
need for considering data as functions. Though practical data is typically discrete, the need to
consider inherent time-based correlations and its potential smoothness might be fruitful (Ramsay and
Silverman, 2007; Kokoszka and Reimherr, 2018). Among the machine learning methods to solve
the functional regression problem, we are interested in the functional reproducing kernel Hilbert
space (functional RKHS) idea introduced in (Lian, 2007) and substantially developed in (Kadri
et al., 2016). Functional RKHS extends the RKHS framework popularly used for multivariate data
(Schölkopf et al., 1999) to functional data. Similar to RKHS which is associated with a non-negative
(or positive) scalar-valued kernel with the so-called reproducing property, a representer theorem for
functional RKHS allows it to be associated with a corresponding non-negative (or positive definite)
operator-valued kernel with reproducing property (see (Lian, 2007) and Appendix A). However
construction of non-negative or positive definite operator-valued kernels is not straightforward and
particular examples with separable structure are provided in (Lian, 2007; Kadri et al., 2016). The
positive definiteness of operator-valued kernels is crucial for establishing technical results associated
with functional RKHS and also helps in designing efficient algorithms (Lian, 2007; Kadri et al.,
2016).

Note that demonstrating the positive definiteness property of operator-valued kernels (even for
particular cases) might be a difficult exercise in itself. Demanding the non-negativeness or positive
definiteness of operator-valued kernels effectively restricts practitioners from trying other useful
operator-valued kernels which might be indefinite, yet potentially useful for some applications (e.g.
similarity computation between function-valued data can involve indefinite operator-valued kernels).
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Similar concerns previously raised in the case of scalar-valued kernels (e.g. see (Ong et al., 2004)),
have led to interesting theory establishing a counterpart of RKHS, namely the reproducing kernel
Krein space (RKKS) suitable for non-positive kernels of certain type (Ong et al., 2004; Oglic and
Gärtner, 2018). Here, we embark on a similar pursuit to develop the necessary theoretical tools
which would help construct a function-valued RKKS for generalized operator-valued kernels which
might not be non-negative. The structure of generalized operator-valued kernels may seem as an
extension of generalized scalar-valued kernels considered in (Ong et al., 2004), however dealing with
operator-valued nature of the kernels brings in challenges. Designing a suitable algorithmic scheme
to make the framework of generalized operator-valued kernels useful for practical applications is
also challenging. Therefore, a systematic development and study of generalized operator-valued
kernels and related algorithms become imperative. We aim to address these objectives in this work
and outline our major contributions below.

Contributions: We introduce the concepts of generalized operator-valued kernel (which might be
indefinite) and function-valued RKKS. We show the relevant properties required to associate function-
valued RKKS with generalized operator-valued kernels. We remark that demonstrating the existence
of an associated RKKS for a generalized operator-valued kernel (more specifically, deriving Lemma
2.3 and Corollary 2.3.1 leading to the proof of Theorem 2.4 below) is mathematically challenging.
We then cast the functional regression problem over function-valued RKKS in an appropriate learning
setup using a regularized empirical loss stabilization formulation. We further prove a representer
theorem for the function-valued RKKS which yields a tractable solution of the loss stabilization
problem. To make the theoretical framework useful for practical scenarios, we devise an iterative
Krylov subspace method called Operator MINimum RESidual method (OpMINRES) to solve the
loss stabilization problem. Further, using an appropriate Rademacher average, we provide technical
results on generalization properties of the proposed learning setup. To the best of our knowledge, the
technical results connecting the framework of generalized operator-valued kernel and its associated
function-valued RKKS, and the proposed OpMINRES algorithmic scheme are new. An extensive
empirical evaluation on real data and comparison with benchmark methods demonstrate that the
proposed learning framework is competitive, while allowing for the flexibility of using indefinite
operator-valued kernels in functional data settings.

Paper organization: Generalized operator-valued kernels and function-valued RKKS are introduced
and their properties are discussed in Section 2. We formulate a regularized loss stabilization learning
problem and furnish a representer theorem for function-valued RKKS in Section 3. The iterative
OpMINRES algorithm used to solve the loss stabilization problem is illustrated in Section 4. Bounds
on the generalization error are established in Section 5. Related work is summarized briefly in Section
6. Experiments using the OpMINRES algorithm and comparative results are provided in Section 7.
Section 8 concludes the paper.

2 Generalized Operator-valued Kernels and Function-valued Reproducing
Kernel Krein Spaces

To appreciate the results introduced in this Section, it would be useful to recall the fundamentals
of Krein spaces, Reproducing Kernel Krein Spaces (RKKS) and generalized scalar-valued kernels.
We discuss them in Appendix B, where a scalar-valued RKKS with its associated generalized
reproducing kernel is shown to help in learning real-valued functions of the form f : X → R,
X being an appropriate input space. Here, we consider their extensions to learn functions of the
form F : X → Y , where X is a suitable input space and Y is an output space of functions. A
relevant framework of operator-valued kernels (Kadri et al., 2016) has been particularly useful in this
context. We note that operator-valued kernels have been proposed for infinite dimensional spaces
in other previous works (see e.g. (Caponnetto et al., 2008; Carmeli et al., 2010)) and also for finite
dimensional spaces (Micchelli and Pontil, 2005). We make the following assumption on X and Y ,
which would help us to avoid difficulties arising due to functional analysis considerations.

Assumption 2.1. X ,Y are Hilbert spaces of square integrable functions defined on compact sets.

For a compact Ω ⊂ R, it is well-known that X = Y = L2(Ω), the space of equivalence classes of
square integrable functions on Ω satisfy Assumption 2.1. To define an operator-valued kernel, we
require the set L(Y) of bounded linear operators over Y of the form f : Y → Y (for discussion on
linear operators and their properties, see e.g. (Kreyszig, 1989, Chapter 2)). Recall that in Appendix
B.2, scalar-valued kernels k : X ×X → R mapped a pair (x, x′) ∈ X ×X to k(x, x′) ∈ R. This
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notion can be extended to the functional setting enabling us to devise an operator-valued kernel to
map the elements of X × X to L(Y), as follows.
Definition 2.1. Operator-valued Kernel. (Kadri et al., 2016) An L(Y)-valued kernel K on X 2 is a
function K(·, ·) : X × X → L(Y), with the following properties:

1. K is Hermitian if ∀w, z ∈ X ,K(w, z) = K(z, w)∗, (where ∗ denotes the adjoint operator),
2. K is non-negative (or positive definite) on X 2 if it is Hermitian and for every natural

number r and all {(wi, ui)i=1,2,...,r} ∈ X × Y , the matrix with (i, j)-th entry given by
〈K(wi, wj)ui, uj〉Y is non-negative (or positive definite).

For an operator-valued kernel K, and for a set {zi}ni=1 ⊂ X , we can define a corresponding
matrix K ∈ L(Yn) called the block operator kernel matrix whose entries are Kij = K(zi, zj) ∈
L(Y). Then the trace Tr(K(zi, zj)) of operator K(zi, zj) can be defined as the trace Tr(Kij) of
the corresponding matrix Kij . Note that verifying the Hermitian and non-negativity properties in
Definition 2.1 is not straightforward and we need to consider specific forms which would satisfy
both these properties (Kadri et al., 2016). We now discuss a construction from (Kadri et al., 2016)
which would help us appreciate the structure of an operator-valued kernel. Suitable extensions of
this example will be considered later when we discuss the generalized operator-valued kernel case.
Note also that a similar construction is available in (Lian, 2007) and is used in other settings as
well (Micchelli and Pontil, 2005; Caponnetto et al., 2008; Alvarez et al., 2012). Consider now the
following operator-valued kernel with a separable structure (Kadri et al., 2016):

K(xi, xj) = k(xi, xj)T, (1)

where xi, xj ∈ X , T is a bounded linear operator on Y and k is a positive scalar-valued kernel on X 2.
Notice that the operator-valued kernel K(·, ·) construction in Eq. (1) assumes a positive scalar-valued
kernel k : X × X → R which is then used to scale an operator T ∈ L(Y). A concrete example for
K of the form in Eq. (1) can be given as:

(K(xi, xj)y)(t) = k(xi, xj)

∫
Ωy

h(s, t)y(s)ds, (2)

where, Ωx = Ωy = [0, 1],X =L2(Ωx),Y =L2(Ωy), k is a positive scalar-valued kernel on X 2and
h : Ωy×Ωy → R is a kernel on (Ωy)2. The linear integral operator used in Eq. (2) is especially useful
in applications involving data that can be well-approximated using continuous functions (Ramsay and
Silverman, 2007). The form of K considered in Eq. (2) is called a Hilbert-Schmidt integral operator
and is known to be non-negative (Kadri et al., 2016).

Significant impetus has been given in the literature to construct non-negative operator-valued kernels
which can be associated with a suitable functional RKHS (Lian, 2007; Carmeli et al., 2010; Kadri
et al., 2016). For an operator-valued kernel to be qualified as a Mercer kernel, Carmeli et al. (2010)
provide a characterization that the associated RKHS (whose elements are continuous functions) be
a subspace of the vector space C(X ,Y) of continuous functions from X to Y . Moreover operator-
valued kernels which are Mercer, are locally bounded and strongly continuous (Carmeli et al., 2006,
2010). Henceforth we will restrict our attention to only those function-valued RKHS whose associated
operator-valued kernel can be qualified as Mercer in the sense of Carmeli et al. (2010). Analogous to
the bijection between scalar-valued RKHS and Mercer kernels, there exists a bijection between the
space of operator-valued kernels and the space of function-valued RKHS (Kadri et al., 2016).

We now move on to accomplish one of the major goals of our current work here, which is to develop
suitable generalized operator-valued kernels (that might not be non-negative), which can then be
appropriately associated with a function-valued RKKS.

Definition 2.2. Generalized Operator-valued Kernel: A generalized L(Y)-valued kernel K̆ on
X 2 is a function K̆(·, ·) : X × X → L(Y) which can be written as K̆ = K1 −K2, where K1,K2 :
X × X → L(Y) are non-negative operator-valued kernels.

Similar to the non-negative operator-valued kernel case, it is possible to define a block operator kernel
matrix K̆ for a generalized operator-valued kernel. The definition of a generalized operator-valued
kernel is motivated by the generalized scalar-valued kernel k̆ in Theorem B.1 (see Appendix B),
where k̆ is represented as a difference of two positive scalar-valued kernels k1 and k2. The next
immediate goal is to establish a connection between the generalized operator-valued kernel and an
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appropriate RKKS, analogous to the result in Theorem B.2, where a generalized scalar-valued kernel
k̆ is associated with a scalar-valued RKKS. The following definition will help us to define the required
RKKS.
Definition 2.3. Function-valued RKKS: A Krein space F of functions from X to Y is called a
reproducing kernel Krein space if there is a L(Y)-valued kernel K̆ on X 2, such that:

1. the function z 7→ K̆(w, z)g belongs to F ,∀z, w,∈ X and ∀g ∈ Y ,
2. (reproducing property) 〈F, K̆(w, .)g〉F = 〈F (w), g〉Y , for every F ∈ F , w ∈ X , g ∈ Y .

Note that we have defined a function-valued RKKS by extending the definition provided for function-
valued RKHS in (Kadri et al., 2016). To establish a correspondence between generalized operator-
valued kernel and a function-valued RKKS, the following results are essential. Lemma 2.2 provides
a RKHS characterization of the intersection of the function-valued RKHS associated with two
non-negative operator-valued kernels on X 2. Lemma 2.3 helps to construct partially ordered set
I(K1,K2) which is also inductive (see (Bourbaki, 2004, Chapter III) for a definition of inductive
set).
Lemma 2.2. Let K1 and K2 be two L(Y)-valued non-negative kernels on X 2 with corresponding
function-valued RKHSH1 andH2 respectively. Then the intersectionH1∩H2 with the inner product

〈f, f〉H1∩H2
= 〈f, f〉H1

+ 〈f, f〉H2

is a RKHS contractively included inH1 andH2.

Note that for two L(Y)-valued non-negative kernels K1,K2, we let K1 ≤ K2 if 〈K1(x, x)y, y〉Y ≤
〈K2(x, x)y, y〉Y ,∀x ∈ X ,∀y ∈ Y . This notation is used in the next Lemma.
Lemma 2.3. Let K1 and K2 be two L(Y)-valued non-negative kernels on X 2 and let I(K1,K2)
denote the set of all functions K non-negative on X 2 and such that K ≤ K1 and K ≤ K2. Then
I(K1,K2) is inductive.

We now have the following corollary.
Corollary 2.3.1. Let K be a difference of two non-negative L(Y)-valued kernels on X 2, K =
K1−K2. Then, without loss of generality, one can chooseK1 andK2 with corresponding reproducing
kernel Hilbert spacesH1 andH2, respectively, such thatH1 ∩H2 = {0}.

The results stated in Lemma 2.2, Lemma 2.3 and Corollary 2.3.1 are extensions of similar results
proved in (Alpay, 1991) for the set Cm×m of all m×m matrices over field C of complex numbers.
We give their proofs in Appendix C. Corollary 2.3.1 especially helps in the construction of an
appropriate function valued RKKS for a generalized operator-valued kernel in the following result.
Theorem 2.4. Let K̆ be a L(Y)-valued kernel on X 2. Then there is an associated reproducing kernel
Krein space if and only if K̆ is a generalized L(Y)-valued kernel, that is, K̆ = K1 −K2, where K1

and K2 are non-negative L(Y)-valued kernels on X 2.

The proof of Theorem 2.4 follows the arguments in (Alpay, 1991, Theorem 2.1); details are given in
Appendix C.

An example for generalized operator-valued kernel: Having established the correspondence
between a generalized operator-valued kernel and function-valued RKKS, we consider an extension
of K in Eq. (1) as

K̆(xi, xj) = (g(xi, xj))(T1 − T2) or K̆(xi, xj) = (g1(xi, xj)− g2(xi, xj))T,

where xi, xj ∈ X , T, T1, T2 are bounded linear operators on Y and g, g1, g2 are positive scalar-valued
kernels on X 2. As a concrete example, consider a generalized operator-valued kernel analogous to
the one in Equation (2) as

(K̆(xi, xj)y)(t) = g(xi, xj)

∫
Ωy

h(s, t)y(s)ds, (3)

where, Ωx = Ωy = [0, 1],X =L2(Ωx),Y =L2(Ωy), g is a scalar-valued kernel on X 2 and h is
an output kernel on (Ωy)2, and either g or h is indefinite. We illustrate in Appendix D that the
operator-valued kernel constructed in Eq. (3) satisfies the properties in Definition (2.3).

We now move on to define a suitable learning problem involving generalized operator-valued kernels
and function-valued RKKS.
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3 Learning Problem Formulation

Let X = L2([a, b]), a < b and Y = L2([c, d]), c < d, thus satisfying Assumption 2.1. Con-
sider the supervised setting of learning a function F , such that F (xi) = yi, for the training data
((xi(s), yi(t)))

n
i=1 ∈ (X × Y)

n, where s ∈ [a, b], t ∈ [c, d]. We consider a Krein space K of
operators from X to Y . Inspired by Ong et al. (2004), we now formulate the learning problem as a
regularized empirical loss stabilization problem over the functions in K, as follows.

F̃λ = arg stabilize
F∈K

n∑
i=1

‖yi − F (xi)‖2Y + λ〈F, F 〉K, (4)

where λ > 0 is the regularization parameter. Note that problem (4) considers risk stabilization (to
find a stationary point) instead of the usual risk minimization, as the regularization term 〈F, F 〉K can
be negative, which makes the problem non-convex. We now furnish a representer theorem which
provides a representation of the solution of problem (4) using the generalized operator-valued kernel
K̆ associated with the Krein space K.

Theorem 3.1 (Representer theorem). Let K̆ be a generalized operator-valued kernel andK(= K1⊕
K2 = {F1 +F2|F1 ∈ K1, F2 ∈ K2}) its corresponding function-valued RKKS. The solution F̃λ ∈ K
of the regularized stabilization problem Θ(F ) = stabilizeF∈K

∑n
i=1 ‖yi − F (xi)‖2Y + λ〈F, F 〉K,

where λ > 0, F (= F1+F2) ∈ K, has the following form: F̃λ(.) =
∑n
i=1 K̆(xi, .)ui, where ui ∈ Y.

Theorem 3.1 can be proved by finding the Gateaux derivative of the optimization function Θ(F )
and equating it to zero. Proof details are given in Appendix E. Using Theorem 3.1, we can cast
optimization problem (4) over Yn as

ũλ = arg stabilize
u∈Yn

n∑
i=1

∥∥∥∥∥∥yi −
n∑
j=1

K̆(xi, xj)uj

∥∥∥∥∥∥
2

Y

+ λ

〈 n∑
i=1

K̆(xi, .)ui,

n∑
j=1

K̆(xj , .)uj

〉
K
,

which can be simplified to the following equivalent problem using the reproducing property of K̆:

ũλ = arg stabilize
u∈Yn

n∑
i=1

∥∥∥∥∥∥yi −
n∑
j=1

K̆(xi, xj)uj

∥∥∥∥∥∥
2

Y

+ λ

n∑
i=1,j=1

〈K̆(xi, xj)ui, uj〉Y . (5)

The optimization problem (5) needs to be solved in order to determine the vectors ui, i = 1, . . . , n,
to learn the function-valued function F using Theorem 3.1. By using the conditions for finding
stationary points of problem (5) (see Appendix F), we obtain

(K̆ + λI)u = y, (6)

where K̆ is a block operator kernel matrix, y is a column vector of output functions corresponding
to inputs xi’s, i = 1, . . . , n. The u computed from Equation (6) consists of a column vector of
operators ui ∈ L(Y) using which the prediction for an unseen example x̂ is obtained as: F (x̂) =∑n
i=1 K̆(xi, x̂)ui. The final operator matrix relation in Eq. (6) closely resembles the one obtained in

(Kadri et al., 2016); however a simple inversion of (K̆ + λI) might no longer possible in Eq. (6). To
tackle this difficulty, we propose in the next section, an iterative algorithm which can be used to solve
Eq. (6).

4 Operator Minimum Residual (OpMINRES) Algorithm to solve (6)

To solve for u in problem (6), we follow Ong et al. (2004) and adapt the minimum residual (MINRES)
algorithm used for solving a system of linear equations (Paige and Saunders, 1975). MINRES is
a Krylov subspace method (see e.g. (Barrett et al., 1994; Choi, 2006) and Appendix G) and is
well-suited for problems of the type given in Eq. (6), since the matrix of operators (K̆ + λI) is
Hermitian (or symmetric), may be indefinite, and more importantly, MINRES would help us in
approximating the problem in an infinite dimensional setting to a problem in Rk for some suitable
k ≥ 1 (as described below). We call the adapted version Operator minimum residual (OpMINRES).
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The norm used in conventional MINRES is the usual vector `2-norm (Paige and Saunders,
1975), however for OpMINRES we need to consider the norm of a vector of functions. Let
v = [v1,v2, . . . ,vn]> ∈ Yn, where Y = L2([0, 1]) is assumed for simplicity; note however
that the norm can be suitably modified for any Y satisfying Assumption 2.1. One possible definition

of norm of v is given by ‖v‖Yn=
√∑n

i=1

∫ 1

0
v2
i (t)dt. Now letting A := (K̆ + λI) in Eq. (6), we

have the equivalent form Au = y and we see that A is a symmetric n×nmatrix of self-adjoint linear
bounded operators on Y(= L2([0, 1])) and u,y ∈ Yn. To solve Au = y, OpMINRES minimizes
the norm ‖y −Au‖Yn , and at each iteration OpMINRES is composed of the following major steps:

1. A scheme for transforming the linear operator system into a linear system in Rk using a
Lanczos-based method (Lanczos, 1950), which we call OpLanczos.

2. Using QR decomposition to solve the linear system obtained in the previous step.
3. A transformation to obtain back the solution in Yn.

We provide a summary of these steps here, relegating all details to Appendix H. OpMINRES attempts
to find a solution in the Krylov subspace obtained at the k-th iteration, denoted by Kk(A,y) =
span{y,Ay,A2y, . . . ,Ak−1y}, using

uk = arg min
x∈Kk(A,y)

‖y −Ax‖Yn . (7)

The OpLanczos method helps to transform problem (7) into a problem in Rk. The OpLanczos method
at the k-th iteration, tridiagonalizes A to get AVk = VkTk, where Tk has a tridiagonal structure and
Vk = [v1 v2 . . . vk], where the vi’s belonging to Yn are orthonormal and v1 is generally assumed to
be y/‖y‖Yn . Further, the relation AVk = Vk+1T k is also satisfied for a suitably defined T k. Using
Vk, x ∈ Yn can be written as x = Vkx. Hence we have:

min
x∈Kk(A,y)

‖y −Ax‖Yn = min
x∈Rk

‖y −AVkx‖Yn = min
x∈Rk

‖y − Vk+T kx‖Yn

= min
x∈Rk

‖Vk+1(β1e1 − T kx)‖Yn ,

(where β1 = ‖y‖Yn , e1 = [1 0 . . . 0]> and v1 = y/‖y‖Yn)

= min
x∈Rk

‖β1e1 − T kx‖2. (‖.‖2 is the standard Euclidean norm.)

Solving for xk = arg minx∈Rk ‖β1e1 − T̄kx‖2 can be done using QR decomposition (Choi, 2006).
Now, the transformation from Rk back to Yn to obtain uk is achieved using by the following:
uk = Vkxk = Vk

(
arg minx∈Rk ‖β1e1 − T̄kx‖2

)
.

5 Bounds on Generalization Error

Let K̆ be a generalized L(Y)-valued kernel on X 2 associated with the function-valued RKKS K.
Let K̆ = K1 − K2, where K1,K2 are non-negative L(Y)-valued kernels. From the discussion
in Appendix B, an associated function-valued RKHS HK can be obtained for the decomposition
K̆ = K1 −K2 with the non-negative L(Y)-valued kernel K = K1 +K2 whose Hilbertian topology
defines the strong topology of the Krein space K. We follow Ong et al. (2004) and consider the
set BK defined as BK =

{
F ∈ K

∣∣‖F1‖21 + ‖F2‖22 = ‖F‖2HK
≤ 1

}
. Consider training data S =

{(xi, yi)}ni=1 ⊂ (X × Y) drawn i.i.d. from an unknown distribution µ. The loss `y : Y → [0,+∞)
is defined for every y ∈ Y and F ∈ K acting on an input x ∈ X as `y(F (x)). The generalization
error (or risk) is defined as R(F ) =

∫
`y(F (x))dµ(x, y). The empirical error of F ∈ BK over the

training set S is given by Re(S, F ) = 1
n

∑n
i=1 `yi(F (xi)). We make the following assumptions.

Assumption 5.1. ∃0 < κ < +∞ such that ∀x ∈ X ,Tr(K(x, x)) < κ.

Assumption 5.2. The loss `y is Lipschitz continuous for every y ∈ Y with a Lipschitz constant
σ > 0.
Assumption 5.3. ∃β > 0 such that ‖y‖Y < β,∀y ∈ Y.

Assumption 5.1 requires the non-negative L(Y) kernel K of the associated RKHS HK to be trace
class. A similar assumption is also used in (Caponnetto and De Vito, 2006).

Define the Rademacher average of BK on a sample (x1, . . . , xn) ∈ Xn to be Rn(BK) =
EµEε supF∈BK

∑n
i=1 εi`yi(F (xi)), where εi’s are independent Rademacher random variables
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uniformly distributed over {+1,−1}. Now from Assumptions 5.1-5.3 and from (Maurer,
2016, Section 4.3), we have the following bound on the Rademacher average: Rn(BK) ≤√

2σβ
√∑n

i=1 Tr(K(xi, xi)). The bound on the Rademacher complexity can now be used in
(Mendelson, 2003, Corollary 3) to obtain the following result: there is an absolute constant C
such that if n ≥ C

ε2 max{R2
n(BK), log 1

δ }, then it holds

Pr{ sup
F∈BK

|Re(S, F )−R(F )| ≥ ε} ≤ δ. (8)

However as noted in (Kadri et al., 2016, Remark 2, page 32), Assumption 5.1 is not always satisfied
for all non-negative operator-valued kernels, in which case establishing a bound on the Rademacher
average becomes difficult.

The stabilization problem (4) in Section 3, inspired from (Ong et al., 2004) helps in deriving the
result in Representer Theorem 3.1. On the other hand, when the stabilizer F̃λ from Eq. (4) belongs to
the ball BK of fixed radius r (defined with r = 1), it enjoys the generalization bounds in Eq. (8). It
is not clear how the stabilizer would behave when it does not belong to BK. Note that adapting the
minimization problem formulation in (Oglic and Gärtner, 2018) would not help here since it leads to
complicated variance constraints involving integrals. Further, using a Gateaux derivative approach
for the constrained or unconstrained minimization problem similar to that in (Oglic and Gärtner,
2018), leads to difficulties in obtaining the Representer Theorem 3.1 in our work. As a consequence
of these facts, we can only resort to an empirical cross-validation approach which we have used in
our experiments to ensure that the stabilizer of problem (4) is not far away from BK.

6 Related Work

Since the pioneering works of Ramsay (1982) and Ramsay and Dalzell (1991) on functional data
analysis (FDA), there have been significant developments in developing FDA techniques (see e.g.
non-parametric FDA (Ferraty and Vieu, 2006) and wavelets based FDA (Morettin et al., 2017)).
Kernels have been extensively used in machine learning for scalar-valued data (Schölkopf et al.,
1999), vector-valued data (Micchelli and Pontil, 2005) and function-valued data (Kadri et al., 2016).
Theoretical study on understanding properties of different types of kernels has also been extensive
(see e.g. (Alpay, 1991, 2001; Carmeli et al., 2006; Caponnetto and De Vito, 2006)). Machine learning
with non-positive kernels and scalar-valued RKKS were first proposed for scalar-valued settings in
(Ong et al., 2004) and efficient algorithms have been developed in (Oglic and Gärtner, 2018, 2019).

In the context of operator-valued kernels, a prior work by (Zhang et al., 2012) investigates the
construction of a positive definite operator-valued kernel Kr called the refinement kernel for a
different but fixed positive definite operator-valued kernel K, particularly used in multi-task learning.
In (Kadri et al., 2012), a finite (positive) linear combination of positive definite operator-valued
kernels has been considered, which leads to another positive definite operator-valued kernel. A similar
approach can also be found in (Audiffren and Kadri, 2013), where online learning is accomplished
using multiple operator-valued kernels.

Among other works on learning using function-valued data, Oliva et al. (2015) approximate function-
valued data using projections onto a custom orthogonal basis (called 3BE). This yields a regression
problem where the basis coefficients associated with input functional data are used to estimate the
basis coefficients of output functional data. A related projection-based approach KPL in (Bouche
et al., 2020) approximates the output space Y by a finite-dimensional Euclidean space Y ⊂ RD,
assumed to be the linear span of a suitable (not necessarily orthogonal) basis. Thus Bouche et al.
(2020) propose to learn the function h : X → Y, by optimizing a suitable regularized functional loss.
Empirical loss minimization in purely functional setup for additive function-on-function regression is
considered in (Reimherr and Sriperumbudur, 2017). A Bayesian approach considered in (Shi and
Choi, 2011), imposes a data-driven Gaussian process prior for estimating a function-valued function.

7 Experiments

We consider the functional regression problem for our experiments. Let X = L2(Ωx), Y = L2(Ωy)
for some suitable Ωx and Ωy. The aim is to learn a function-valued function F : X → Y . However
as noted in Section 1, in practical applications, x(s) ∈ X and y(t) ∈ Y are not available ∀s ∈ Ωx
and ∀t ∈ Ωy. Instead only discrete observations {xp}Pp=1 ⊂ Ωx and {yq}Qq=1 ⊂ Ωy are observed.
However we can approximate these discrete observations as functions using FDA techniques like
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B-splines or Fourier bases, so that the generalized operator-valued framework introduced in the
previous sections can be used. The error metric used for evaluating output functions is residual sum
of squares error (RSSE) defined as RSSE =

∫ ∑
i{yi(t)− ŷi(t)}2dt (Kadri et al., 2016), where yi

is the actual output and ŷi is the predicted output function. We use RSSE since it is suitable for the
functional nature of the outputs in a functional regression problem. Numerical integration techniques
(Hamming, 2012) were used to compute the integrals.

Speech Inversion. We consider the application of speech inversion, where based on input audio
signals, the Vocal Tract (VT) variables (e.g. Lip Aperture (LA), Lip Protrusion (LP), Jaw Angle (JA))
are approximated in order to understand the movements of human body parts which create particular
sounds. Speech inversion finds use in applications like lip reading and speech understanding. We
use the Haskins IEEE Rate Comparison DB dataset available at https://yale.app.box.com/
s/cfn8hj2puveo65fq54rp1ml2mk7moj3h (Tiede et al., 2017). The dataset details are given in
Appendix I. The data was pre-processed to trim the samples to the smallest speech recording (≈1.73
seconds). Recordings where complete data was not available were excluded. The input sounds were
used to create 13 mel cepstral coefficients (MFCCs) acquired each 12 milliseconds with a window
duration of 46 milliseconds. For each input audio sample, the MFCCs are available as 13 vectors
each of size 149. Each output function of Lip Aperture (LA) VT variable is sampled at 174 points.
The functional output data corresponding to LA was constructed using an orthonormal trigonometric
basis of nb elements.

Experimental Setting: All methods were coded in Python 3.6 and the codes are made public1. All
experiments were run on a Linux box with 182 Gigabytes main memory and 28 CPU cores. The
experiments performed used 320 samples for training and 80 samples for testing. For hyperparameter
tuning, we used 3-fold multi-grid cross validation for all the methods. For the encoding of LA
functions, we cross-validated the nb parameter from the set {10, 20, 30, 40, 50} for all methods. The
following methods are considered for comparison.

OpMINRES. We considered the generalized operator-valued kernel in Eq. (3), where we used
the following choices for output kernel h(s, t): e−γ|t−s| (ABS), e−γ(t−s)2 (SQ), e−γ1|t−s| −
e−γ2|t−s| (DIFFABS), e−γ1(t−s)2 − e−γ2(t−s)2 (DIFFSQ), e−γ1|t−s| − e−γ2(t−s)2 (DIFFABSSQ)
and e−γ1(t−s)2 − e−γ2|t−s| (DIFFSQABS). The following choices for the input kernel g(x, z) were
used: e−η‖x−z‖

2

(RBF), e−η1‖x−z‖
2 − e−η2‖x−z‖

2

(DIFFGAUSS) and max(0, 1 − η‖x − z‖2)
(EPAN). λ was chosen from {10−3, 10−2, 0.1, 1, 10, 100}. γ, γ1, γ2, η, η1, η2 were chosen from
{0.001, 0.002, . . . , 0.009, 0.01, 0.02, . . . , 0.09, 0.1, 0.2, . . . , 0.9, 1, 2, . . . , 10, 20, . . . , 100}. The
per-iteration complexity for OpMINRES is O(nQ3 + nQ2nb + n3Qnb), where n is number train-
ing samples, Q is the discretization size in each LA output and nb is the cardinality of the basis
considered.

3BE. (Oliva et al., 2015) Here, the encoding was done only for the output functions using a trigono-
metric basis of nb elements and the input MFCCs were considered in their vector form. An RBF
kernel e−η‖x−z‖

2

for inputs was considered and range for η was chosen similar to OpMINRES. The
regularization parameter λ of 3BE was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
KPL. (Bouche et al., 2020) The dictionary for LA outputs was an orthonormal basis of nb trigono-
metric functions. A separable kernel of the type K(xi, xj) = g(xi, xj)B was chosen where B
is a n × n diagonal matrix with Bii = 1/bn−i. An RBF kernel e−η‖x−z‖

2

for the inputs was
chosen where η was chosen similar to OpMINRES. For matrix B, the value of b was chosen from
{0.1, 1, 10, 20, 50, 100}. Computing the ηk parameter using sample average did not yield good
results, hence we chose ηk = Φ#

(n)y (Bouche et al., 2020). The regularization parameter λ of KPL
was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
Non-negative Operator-valued kernel approach (NOVK). (Kadri et al., 2016) Note that the resul-
tant matrix operator equation in (Kadri et al., 2016) is similar to Eq. (6). Hence OpMINRES was
used for obtaining the solution. ABS and SQ were used as output kernels. RBF was used as input
kernel. All parameters were cross-validated similar to OpMINRES.

The results given in Table 1 show that OpMINRES for the proposed generalized operator-valued
kernel and function valued RKKS approach attains comparable performance, while allowing for more

1The codes used for experiments can be found at https://github.com/akashsaha06/NeurIPS-2020/
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choices and flexibility in choosing the input and output kernels. In terms of runtime, 3BE was faster
than all methods. The time taken for KPL, OpMINRES for NOVK and OpMINRES for our approach
were comparable. Experiments on other data sets are provided in Appendix I.

Method Input Kernel Output kernel Best Test RSSE

NOVK RBF ABS 5.4031
NOVK RBF SQ 5.4836

3BE RBF – 5.4314
KPL RBF – 5.3566

OpMINRES RBF DIFFABS 5.4897
RBF DIFFSQ 5.5169
RBF DIFFABSSQ 5.4905
RBF DIFFSQABS 5.5167

DIFFGAUSS ABS 5.3956
DIFFGAUSS SQ 5.4007

EPAN ABS 5.3494
EPAN SQ 5.4086

Table 1: Test RSSE Comparison Results

8 Conclusion

In this paper, we have developed theoretical tools useful for generalized operator-valued kernels,
which are not necessarily non-negative, and have discussed results establishing the association
between generalized operator-valued kernel and its associated function-valued reproducing kernel
Krein space (RKKS). We formulated a learning problem and provided a representer theorem, and
analyzed the generalization error bounds. We proposed an iterative operator minimum residual
algorithm for solving an operator matrix equation resulting from the learning problem, which has
been implemented on practical data sets. Experiments show the usefulness of the proposed theoretical
framework, allowing for flexible choices of indefinite kernels in functional regression problems.

Broader Impact

The theoretical tools introduced in the paper for generalized operator-valued kernels and function-
valued Reproducing Kernel Krein Spaces (RKKS) are new and will promote research in investigating
more sophisticated techniques for handling function data and other data with complicated structures.
The proposed methods and algorithms have been applied on a speech inversion problem and accurate
predictions of function-valued outputs in such applications might be useful for improving the current
understanding of the speech generation process in humans. To the best of our knowledge, our work
does not have any negative impact.
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A Primer on Hilbert spaces and RKHS

In this primer, we cover certain formal definitions in order to lay the framework for establishing
the properties of reproducing kernel Hilbert spaces (RKHS). A detailed account on RKHS and
scalar-valued kernels can be found in (Schölkopf et al., 1999) and (Shawe-Taylor et al., 2004).

A.1 Hilbert Spaces

LetH be a vector space defined on the field R of real numbers (arbitrary fields can be considered). An
inner product onH is a function 〈·, ·〉H : H×H → R, such that ∀f, g, h ∈ H and scalars α, β ∈ R,
it satisfies:

1. 〈f + g, h〉H = 〈f, h〉H + 〈g, h〉H
2. 〈αf, g〉H = α〈f, g〉H
3. 〈f, g〉H = 〈g, f〉H
4. 〈f, f〉H ≥ 0 and equality holds if and only if f = 0.

Definition A.1. Hilbert Space: A Hilbert space is a vector space H on R (arbitrary fields can be
considered) with an inner product 〈·, ·〉H such that the norm defined by ‖f‖H =

√
〈f, f〉H turns

H into a complete metric space. By completeness, we denote that for every Cauchy sequence
{fn}n=1,2,... ∈ H, there exists an element f ∈ H such that limn→∞ ‖fn − f‖H = 0.

When the context ofH is clear, we use ‖f‖ instead of ‖f‖H.

A.2 Scalar-valued RKHS

Now, having introduced inner product and Hilbert spaces, we consider learning functions f : X → Y ,
where X is a suitable input space (typically X = Rn for some n ∈ N, the set of natural numbers)
and Y = R is the output space. Let us assume that L2(X) denotes the space of equivalence classes
of square integrable functions from X to R for some measurable X . Now, we can define Evaluation
functional which can be used to characterize scalar-valued reproducing kernel Hilbert spaces (RKHS).
Definition A.2. Evaluation functional: Let X be a suitable space of inputs. Consider a Hilbert
spaceH ⊂ RX . The evaluation functional Ξx associated withH valuates a function f ∈ H at x ∈ X ,
and is defined as

Ξx : H → R, whereH 3 f 7→ Ξxf = f(x) ∈ R.
Definition A.3. Scalar-valued RKHS: A Hilbert space H is a scalar-valued reproducing kernel
Hilbert space if H ⊂ RX and the associated evaluation functional is bounded: ∀x ∈ X,∃λx ≥ 0
such that ∀f ∈ H,

|f(x)| = |Ξxf | ≤ λx‖f‖H.

It is clear that evaluation functionals are always linear. For f, g ∈ H and α, β ∈ R,Ξx(αf + βg) =
(αf + βg)(x) = αf(x) + βg(x) = αΞx(f) + βΞx(g). A natural way to define scalar-valued RKHS
can be the continuity of evaluation functional (e.g. Definition 4.18 (ii) in (Steinwart and Christmann,
2008)).

Having provided the definitions of scalar-valued RKHS, we can proceed to understanding reproducing
kernels.

A.3 Reproducing Kernels

Definition A.4. Reproducing Kernel: (Berlinet and Thomas-Agnan, 2011, Definition 1.) LetH be
a Hilbert space of scalar-valued functions defined on an input space X . A function k : X ×X → R
is called a reproducing kernel ofH if it satisfies:

1. ∀x ∈ X, k(x, ·) ∈ H,
2. (reproducing property) ∀x ∈ X,∀f ∈ H, 〈f, k(x, ·)〉H = f(x).

In particular, for any x, y ∈ X,
k(x, y) = 〈k(x, ·), k(y, ·)〉H.

Now, having defined reproducing kernels with respect to a Hilbert space, we provide a more general
definition of kernels.
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Definition A.5. Kernels: A function k : X × X → R is called a kernel on X2 if there exists a
Hilbert space (not necessarily RKHS) G and a map φ : X → G, such that k(x, y) = 〈φ(x), φ(y)〉G .

In the above definition, the map φ is called a feature map and G is a feature space. It is straightforward
that every reproducing kernel is a kernel with φ : x 7→ k(x, .), k(x, y) = 〈k(x, .), k(y, .)〉H. The
following property helps us in obtaining a characterization of scalar-valued RKHS and kernels.

Definition A.6. Positive Definiteness: A symmetric function k on X2 is positive definite (or non-
negative) if for any f ∈ L2(X),∫ ∫

f(x)k(x, x′)f(x′)dxdx′ ≥ 0.

In literature, the words positive, positive semi-definite, positive definite and non-negative have
been used equivalently. In order to remove ambiguity, we use positive definiteness with the above
mentioned definition. Additionally, kernels satisfying the positive definiteness property are known
as Mercer kernels. The above definition generalizes the definition for matrices since for any finite
subset of X , we obtain that the Gram matrix (K)i,j = k(xi, xj) is positive definite. The following
lemma provides a relation between reproducing kernels and positive definiteness.

Lemma A.1. Let X be an input space and letH be an RKHS on X with reproducing kernel k, then
k is positive definite.

The following result provides a characterization for positive definite kernels and RKHS. The result
relates a positive definite kernel with a corresponding RKHS (see (Moore, 1935; Aronszajn, 1950)).

Theorem A.2. (Moore-Aronszajn Theorem) Let k : X × X → R be positive-definite. There
exists a unique RKHSH ⊂ RX with reproducing kernel k. The subspaceH0 ofH spanned by the
functions (k(x, .)x∈X) is dense inH andH is the set of functionals on X which are pointwise limits
of Cauchy sequences inH0 with the inner product

〈f, g〉H0
=

n∑
i=1

n∑
j=1

αiβjk(xi, xj), where f =

n∑
i=1

αik(xi, .) and
n∑
j=1

βjk(xj , .).

The above theorem associates a scalar-valued RKHS with any positive definite kernel. Therefore,
there is a bijection between the set of scalar-valued RKHS and the set of positive definite kernels.

B Reproducing Kernel Krein Spaces (RKKS)

We start this section by providing a brief introduction to Krein spaces and then provide characterization
of scalar-valued reproducing kernel Krein spaces (RKKS) and recall some of their properties. A more
thorough introduction of Krein spaces can be found in (Bognar, 1974) and (Azizov and Iokhvidov,
1989) and results related to scalar-valued RKKS can be found in (Alpay, 2001; Ong et al., 2004).

B.1 Krein Spaces

Let K be a vector space defined on the field R of real numbers (we restrict our attention to R
for simplicity, noting that arbitrary fields can be considered). A bilinear form on K is a function
〈·, ·〉K : K ×K → R such that, ∀f, g, h ∈ K and scalars α, β ∈ R, it satisfies:

1. 〈αf + βg, h〉K = α〈f, h〉K + β〈f, h〉K, and
2. 〈f, αg + βf〉K = α〈f, g〉K + β〈f, h〉K.

For f ∈ K, if 〈f, g〉K = 0, ∀g ∈ K implies f = 0, then the bilinear form is called non-degenerate.
The bilinear form 〈·, ·〉K is symmetric if, 〈f, g〉K = 〈g, f〉K, ∀f, g ∈ K. The form is called indefinite
if there exists f, g ∈ K such that 〈f, f〉K > 0 and 〈g, g〉K < 0. If 〈f, f〉K ≥ 0, ∀f ∈ K, then the
form is called positive. A non-degenerate, symmetric and positive bilinear form on K is called inner
product.

Any two elements f, g ∈ K that satisfy 〈f, g〉K = 0 are 〈·, ·〉K-orthogonal. Similarly, any two
subspaces K1,K2 ⊂ K that satisfy 〈f1, f2〉K = 0,∀f1 ∈ K1 and ∀f2 ∈ K2 are called 〈·, ·〉K-
orthogonal. Krein spaces can now be defined based on the notion of a bilinear form.
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Definition B.1. Krein Space. A vector space K endowed with a non-degenerate symmetric bilinear
form 〈·, ·〉K is called a Krein space if it admits a decomposition into a direct sum K = H1 ⊕H2 of
〈·, ·〉K-orthogonal Hilbert spaces H1,H2, endowed with inner products 〈·, ·〉H1 , 〈·, ·〉H2 , such that
the bilinear form can be written as

〈f, g〉K = 〈f1, g1〉H1 − 〈f2, g2〉H2 ,

where f1, g1 ∈ H1, f2, g2 ∈ H2 and f = f1 + f2, g = g1 + g2.

Notice that, despite the non-negativity of inner products 〈·, ·〉H1 and 〈·, ·〉H2 , the bilinear form 〈·, ·〉K
might be indefinite. As we describe later, this property of Krein spaces is particularly useful in
developing reproducing kernel Krein spaces, which can be suitably identified with the space of
indefinite reproducing kernels.

Now we define an associated Hilbert space of the Krein space, where the Hilbertian inner product
structure is preserved.
Definition B.2. Associated Hilbert Space. Let K be a Krein space admitting a decomposition into
Hilbert spacesH1 andH2. Then the associated Hilbert space is defined byHK = H1⊕H2, endowed
with the inner product: 〈f, g〉HK = 〈f1, g1〉H1 + 〈f2, g2〉H2 .

The decomposition of a Krein space K = H1 ⊕H2 in not necessarily unique. Therefore, a Krein
space in general, can be associated with infinitely many Hilbert spaces. But, for any such associated
Hilbert spaceHK, the topology introduced on K via the norm ‖f‖HK =

√
〈f, f〉HK is independent

of the decomposition and the associated Hilbert space. The topology on K defined by the norm of
an associated Hilbert space is known as the strong topology on K. The notions of continuity and
convergence in a Krein space are defined with respect to the strong topology.

B.2 Scalar-valued RKKS

Having introduced Krein spaces, we can now adapt them to aid in predictive machine learning
applications which aim at learning functions of the form f : X → Y , where X is a suitable input
space and Y = R is the output space. Accordingly, we define a scalar-valued reproducing kernel
Krein space (RKKS) and discuss few relevant results.
Definition B.3. Evaluation functional. Let X be a suitable space of inputs. Consider a Krein space
K ⊂ RX . The evaluation functional Ξx that evaluates a function f ∈ K at x ∈ X , is defined as

Ξx : K → R, where K 3 f 7→ Ξxf = f(x) ∈ R.

Definition B.4. Scalar-valued RKKS. (Alpay, 2001) A Krein space (K, 〈·, ·〉K) is a scalar-valued
reproducing kernel Krein space if K ⊂ RX and the evaluation functional is continuous on K with
respect to its strong topology.

By restricting the functions f : X → R to be such that f ∈ K, where K is a scalar-valued RKKS,
the next result on the reproducing property of a generalized kernel k̆ (which might be indefinite),
associated with the scalar-valued RKKS, allows us to learn f using k̆.
Theorem B.1. (Reproducing Kernel) (Ong et al., 2004) Let K be a scalar-valued RKKS with
decomposition into Hilbert spacesH1 andH2. Then

• H1 andH2 are scalar-valued RKHS (with kernels k1 and k2).
• (Reproducing property) There is a unique symmetric k̆(x, x′) with k̆(x, .)∈K, such that

for all f∈K, 〈f, k̆(x, .)〉K = f(x).
• k̆ = k1 − k2.

Indeed, analogous to a scalar-valued RKHS where the availability of a reproducing positive kernel
is guaranteed (Schölkopf et al., 1999), at least one generalized kernel k̆ can be associated with a
scalar-valued RKKS as described in the next result.
Theorem B.2. (Mary, 2003) Let k̆ be a symmetric real valued function on X2, where X is the input
space. Then the following are equivalent:

• There exists (at least) one scalar-valued RKKS with kernel k̆.
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• k̆ admits a positive decomposition, that is there exists two positive kernels k1 and k2, such
that k̆ = k1 − k2.

• k̆ is dominated by some positive kernel p (i.e., p− k̆ is a positive kernel).

Notice however that unlike the bijection between the set of scalar-valued RKHS and the set of Mercer
kernels, there is only a surjection between the set of scalar-valued RKKS and the set of generalized
kernels defined in the vector space generated by the set of all Mercer kernels over X (Ong et al.,
2004).

C Proofs of Lemmas and Theorem in Section 2

We recall the results in Section 2 and discuss the proofs here.

Lemma C.1. Let K1 and K2 be two L(Y)-valued non-negative kernels on X 2 with corresponding
Hilbert spacesH1 andH2 respectively. Then the intersectionH1 ∩H2 with the inner product

〈f, f〉H1∩H2
= 〈f, f〉H1

+ 〈f, f〉H2
(9)

is a reproducing kernel Hilbert space contractively included inH1 andH2.

Proof. The intersectionH = H1 ∩H2 endowed with the inner product 〈·, ·〉 in (9) is a pre-Hilbert
space. Let Fn(.) be a Cauchy sequence inH. Then it is also a Cauchy sequence inH1 andH2, and
thus there exists F (.) inH1 and G(.) inH2 such that

lim
n→∞

Fn(.) = F (.)

in theH1 norm, and
lim
n→∞

Fn(.) = G(.)

in theH2 norm. For w ∈ X , u ∈ Y ,

lim
n→∞

〈Fn(w), u〉Y = 〈 lim
n→∞

Fn(w), u〉Y = 〈F (w), u〉Y

= 〈 lim
n→∞

Fn(w), u〉Y = 〈G(w), u〉Y

〈F (w), u〉Y = 〈G(w), u〉Y
=⇒ F (w) = G(w).

Hence, F (.) = G(.) and F ∈ H. For a Cauchy sequence Fn(.) in H, limn→∞ Fn(.) = F (.) ∈ H,
which proves H is a Hilbert space. In order to prove that H is a reproducing kernel Hilbert space,
based on (Carmeli et al., 2006, Definition 2.1) and (Carmeli et al., 2010) we use the fact that forH1

andH2 which are RKHS, for every w ∈ X there exist positive constants Mw, Gw such that

‖F (w)‖Y ≤Mw‖F (.)‖H1 , ‖F (w)‖Y ≤ Gw‖F (.)‖H2 , ∀w ∈ X
=⇒ ‖F (w)‖2Y ≤M2

w‖F (.)‖2H1
, ‖F (w)‖2Y ≤ G2

w‖F (.)‖2H2
, ∀w ∈ X

=⇒ ‖F (w)‖2Y ≤ P 2
w(‖F (.)‖2H1

+ ‖F (.)‖2H2
), ∀w ∈ X , where Pw = min{Mw, Gw} (10)

=⇒ ‖F (w)‖Y ≤ Pw‖F (.)‖H, ∀w ∈ X . (11)

We obtain inequality in (11) from the inequality in (10) using ‖F (.)‖2H1∩H2
= ‖F (.)‖2H1

+

‖F (.)‖2H2
from (9). Hence,H is a reproducing kernel Hilbert space.

In the above proof, H1 ∩ H2 being contractively included in H1 and H2 follows based on the
definition of 〈·, ·〉H1∩H2

in (9) as ‖F‖H1
≤ ‖F‖H1∩H2

and ‖F‖H2
≤ ‖F‖H1∩H2

,∀F ∈ H1 ∩H2.
Before proceeding to the next lemma, we recall the definition of an inductive set.

Definition C.1. Inductive Set: An ordered set S is said to be inductive if every totally ordered
subset of S has an upper bound in S.

Notice that Lemma C.1 helps us to create a RKHS using intersection of the function-valued RKHS
associated with two non-negative operator-valued kernels on X 2. We proceed to obtain a partial order
on I(K1,K2) defined in Lemma C.2, which is also shown to be inductive.
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Lemma C.2. Let K1 and K2 be two L(Y)-valued non-negative kernels on X 2 and let I(K1,K2)
denote the set of all functions K non-negative on X 2 and such that K ≤ K1 and K ≤ K2. Then
I(K1,K2) is inductive.

Proof. In this proof, we first consider an ordered subset of I(K1,K2). Then, we proceed to find the
limit of the ordered subset. Finally, we establish that the limit belongs to I(K1,K2).

Let (Kj)j∈J be an ordered subset of I(K1,K2), where J is a suitable index set. Then, for each
x ∈ X and y ∈ Y ,

{〈Kj(x, x)y, y〉Y}j∈J
is an increasing bounded sequence of non-negative numbers.

Let x ∈ X , y ∈ Y and i ≤ j (i, j ∈ J). Let Hi,Hj be the RKHS corresponding to Ki,Kj

respectively. Let K = Kj −Ki, we see that K is a non-negative L(Y)-valued kernel on X 2 using
the fact that Ki ≤ Kj . ConsiderH to be the RKHS corresponding to K. Now, using Kj = K +Ki

and the definition of Function-valued RKHS in (Kadri et al., 2016), we obtain
Hj = {K(x, .)y +Ki(x, .)y|x ∈ X , y ∈ Y}.

In particular, when K(x, .)y = 0, then Hi ⊂ Hj . Now, based on Lemma C.1, we obtain Hi is
contractively included inHj with a new norm ‖.‖Hi based on (9) and the reproducing property of
Ki gives us

‖Ki(x, .)y‖2Hj
≤ ‖Ki(x, .)y‖2Hi

= 〈Ki(x, .)y,Ki(x, .)y〉Hi
= 〈Ki(x, x)y, y〉Y

For x,w ∈ X , y, g ∈ Y ,
〈Ki(x,w)g −Kj(x,w)g, y〉Y = 〈Ki(x,w)g, y〉Y − 〈Kj(x,w)g, y〉Y

= 〈Ki(x, .)g,Kj(w, .)y〉Hj
− 〈Kj(x, .)g,Kj(w, .)y〉Hj

(12)

= 〈Ki(x, .)g −Kj(x, .)g,Kj(w, .)y〉Hj (13)

Equations (12) and (13) follow from the reproducing property of Kj and properties of 〈·, ·〉Y . Using
Cauchy-Schwartz inequality, we obtain from Eq. (13),

|〈Ki(x,w)g −Kj(x,w)g, y〉Y |2 ≤ ‖Kj(w, .)y‖2Hj
‖Ki(x, .)g −Kj(x, .)g‖2Hj

.

Now using the reproducibility of Ki, 〈Ki(x, .)g,Kj(x, .)g〉Hj
= 〈Kj(x, x)g, g〉Y , and we have

‖Ki(x, .)g −Kj(x, .)g‖2Hj
= ‖Ki(x, .)g‖2Hj

+ ‖Kj(x, .)g‖2Hj
− 2〈Ki(x, .)g,Kj(x, .)g〉Hj

= ‖Ki(x, .)g‖2Hj
+ ‖Kj(x, .)g‖2Hj

− 2〈Kj(x, x)g, g〉Y
= 〈Ki(x, x)g, g〉Y + 〈Kj(x, x)g, g〉Y − 2〈Kj(x, x)g, g〉Y
= 〈Ki(x, x)g, g〉Y − 〈Kj(x, x)g, g〉Y
= 〈Ki(x, x)g −Kj(x, x)g, g〉Y .

Therefore,
|〈Ki(x,w)g −Kj(x,w)g, y〉Y |2 ≤ 〈Kj(w,w)y, y〉Y〈Ki(x, x)g −Kj(x, x)g, g〉Y . (14)

Now, using inequality in (14), when i → ∞ then 〈Ki(x, x)g − Kj(x, x)g, g〉Y → 0 as
{〈Kj(x, x)g, g〉Y}j∈J is an increasing bounded sequence of non-negative numbers. Thus
|〈Ki(x,w)g − Kj(x,w)g, y〉Y | → 0, as i → ∞. Therefore, ∃K̄(·, ·) : X × X → L(Y) such
that,

lim
i→∞
〈Ki(x,w)g, y〉Y = 〈 lim

i→∞
Ki(x,w)g, y〉Y = 〈K̄(x,w)g, y〉Y , ∀x,w ∈ X , g, y ∈ Y.

Hence, K̄(x,w) = limiKi(x,w) exists for any x,w ∈ X .

Let y ∈ Y, x ∈ X . Now we show that K̄ is non-negative.
{〈Kj(x, x)y, y〉Y}j∈J is an increasing bounded sequence of non-negative numbers.

=⇒ lim
j→∞
〈Kj(x, x)g, g〉Y ≥ 0

=⇒ 〈 lim
j→∞

Kj(x, x)g, g〉Y ≥ 0

=⇒ 〈K̄(x, x)g, g〉Y ≥ 0

=⇒ K̄ is non-negative.
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Now, since Kj ∈ I(K1,K2), j ∈ J by our assumption,

〈Kj(x, x)g, g〉Y ≤ 〈K1(x, x)g, g〉Y
=⇒ lim

j→∞
〈Kj(x, x)g, g〉Y ≤ 〈K1(x, x)g, g〉Y

=⇒ 〈 lim
j→∞

Kj(x, x)g, g〉Y ≤ 〈K1(x, x)g, g〉Y

=⇒ 〈K̄(x, x)g, g〉Y ≤ 〈K1(x, x)g, g〉Y
Similarly,

〈K̄(x, x)g, g〉Y ≤ 〈K2(x, x)g, g〉Y .
Therefore, K̄ ≤ K1,K ≤ K2. Hence, K̄(x,w) = limiKi(x,w) exists for any x,w ∈ X . K̄ is
non-negative and is in I(K1,K2).

Corollary C.2.1. Let K be a difference of two non-negative L(Y)-valued kernels on X 2, K =
K1 −K2. Then, without loss of generality, one can choose K1 and K2 with corresponding Hilbert
spacesH1 andH2, respectively, such thatH1 ∩H2 = {0}.

Proof. By Zorn’s lemma, the set I(K1,K2) admits a maximum element Kmax. Based on the proof
in Lemma C.2, we can ensure Kmax ≤ K1,Kmax ≤ K2 i.e., K1 − Kmax and K2 − Kmax are
non-negative kernels on X 2. Suppose thatHmax

1 andHmax
2 be the corresponding RKHS with respect

to K1 −Kmax and K2 −Kmax, respectively. SupposeHmax
1 ∩Hmax

2 6= {0}. By Lemma C.1, the
intersection is then an RKHS with a reproducing kernel K. Now, let x ∈ X , y ∈ Y , based on the
contractive inclusion in Lemma C.1 we obtain

‖K(x, .)y‖Hmax
1
≤ ‖K(x, .)y‖Hmax

1 ∩Hmax
2

=⇒ ‖K(x, .)y‖Hmax
1
≤ ‖(K1 −Kmax)(x, .)y‖Hmax

1 ∩Hmax
2

(15)

=⇒ 〈K(x, .)y,K(x, .)y〉Hmax
1
≤ 〈(K1 −Kmax)(x, .)y, (K1 −Kmax)(x, .)y〉Hmax

1 ∩Hmax
2

(16)

=⇒ 〈K(x, x)y, y〉Y ≤ 〈K1 −Kmax)(x, x)y, y〉Y (17)

The inequality in (15) can be obtained from the first inequality, since any function K(x, .)y in
Hmax

1 ∩Hmax
2 is also a member of Hmax

1 and hence can be equivalently represented as (K1 −
Kmax)(x, .)y. We obtain inequality in (17) from inequality (16) using reproducing property of
L(Y)-valued kernels K1−Kmax and K. From inequality (17), we can deduce that K ≤ K1−Kmax.
Similarly, we can argue that K ≤ K2 − Kmax. As Hmax

1 ∩ Hmax
2 6= {0}, K is a non-zero

reproducing kernel which contradicts the maximality of Kmax. This leads to K̄1 = K1 − Kmax

and K̄2 = K2 − Kmax having corresponding Hilbert spaces H1 and H2, respectively, satisfying
H1 ∩H2 = {0}.

The following theorem provides a characterization between a generalized L(Y)-valued kernel on X 2

and an associated function-valued RKKS.

Theorem C.3. Let K̆ be a L(Y)-valued kernel on X 2. Then there is an associated reproducing
kernel Krein space if and only if K̆ is a generalized L(Y)-valued kernel, that is, K̆ = K1 −K2,
where K1 and K2 are non-negative L(Y)-valued kernels on X 2

Proof. Suppose that K̆ is the reproducing kernel of some RKKS (K, [., .]) and let K = K1 ⊕ K2

be a decomposition of K, where (K1, 〈., .〉1) and (K2, 〈., .〉2) are orthogonal Hilbert subspaces.
Let P1 (respectively, P2) be the orthogonal projection from K onto K1 (respectively, K2). Using
reproducibility property in Definition 2.3, we get

〈K̆(z, w)g, y〉Y = [K̆(z, .)g, K̆(w, .)y]

= 〈P1K̆(z, .)g, P1K̆(w, .)y〉1 − 〈P2K̆(z, .)g, P2K̆(w, .)y〉2

which exhibits K̆ as a difference of two positive functions, that is, K̆ is a generalized L(Y)-valued
kernel.

Conversely, by definition, a generalized L(Y)-valued kernel K̆ is associated with two non-negative
operator-valued kernels K1,K2 such that K̆ = K1 −K2. Using Corollary (C.2.1), we can obtain
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Hilbert spaces H1,H2 corresponding to K1,K2 respectively such that H1 ∩ H2 = {0}. Then the
space

K = {F = F1 + F2, F1 ∈ H1, F2 ∈ H2}

with the inner product

〈F, F 〉K = 〈F1, F1〉H1
+ 〈F2, F2〉H2

is a Hilbert space. Moreover, the map σ defined by

σF = F1 − F2

is self-adjoint and unitary from K to K, K(x, .)y belongs to K for any x ∈ X and y ∈ Y , with

[F, F ] = 〈F, σF 〉K,

whence we obtain

[F, K̆(x, .)y] = 〈F1,K1(x, .)y〉H1
+ 〈F2,K2(x, .)y〉H2

= 〈F1(x), y〉Y + 〈F2(x), y〉Y
= 〈F1(x) + F2(x), y〉Y
= 〈F (x), y〉Y .

Therefore, (K, [., .]) is a reproducing kernel Krein space with the reproducing kernel K̆, where
K = H1 ⊕H2.

Theorem C.3 ensures that for a generalized operator-valued kernel there exists an associated function-
valued RKKS, which is a compromise on the bijection that exists between positive definite operator-
valued kernels and associated function-valued RKHS (Kadri et al., 2016).

D Example (Eq. 3) in Section 2 revisited

Recall the generalized operator-valued kernel in Eq. (3):

(K̆(xi, xj)y)(t) = g(xi, xj)

∫
Ωy

h(s, t)y(s)ds, (18)

where, Ωx = Ωy = [0, 1],X =L2(Ωx),Y =L2(Ωy), g is a scalar-valued kernel on X 2 and h is
an output kernel on (Ωy)2, and either g or h is indefinite. We illustrate here that the indefinite
operator-valued kernel constructed in Eq. (18) satisfies the properties in Definition (2.3).

From the definition of K̆ = K1 −K2, where K1,K2 are defined as

(K1(xi, xj)y)(t) = g1(xi, xj)

∫
Ωy

h1(s, t)y(s)ds

(K2(xi, xj)y)(t) = g2(xi, xj)

∫
Ωy

h2(s, t)y(s)ds

with xi, xj ∈ X , y ∈ Y, g1, g2 are scalar-valued positive kernels on X 2, h1, h2 are scalar-valued
kernels on (Ωy)2.
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For the Krein space K of functions from X to Y , we can obtain K = H1 ⊕H2, where H1 and H2

are function-valued RKHS for operator-valued kernels K1 and K2 respectively. Now we have

〈F, K̆(w, .)y〉K = 〈F1,K1(w, .)y〉H1 − 〈F2,−K2(w, .)y〉H2

= 〈F1,K1(w, .)y〉H1 + 〈F2,K2(w, .)y〉H2

=

〈
F1, g1(w, .)

∫
Ωy

h1(s, t)y(s)ds

〉
F

+

〈
F2, g2(w, .)

∫
Ωy

h2(s, t)y(s)ds

〉
F

=

∫
Ωy

∫
Ωx

[F1(z)](t)

[
g1(w, z)

∫
Ωy

h1(s, t)y(s)ds

]
dzdt+

∫
Ωy

∫
Ωx

[F2(z)](t)

[
g2(w, z)

∫
Ωy

h2(s, t)y(s)ds

]
dzdt (19)

=

∫
Ωy

∫
Ωx

[g1(w, z)F1(z)](t)

[∫
Ωy

h1(s, t)y(s)ds

]
dzdt+

∫
Ωy

∫
Ωx

[g2(w, z)F2(z)](t)

[∫
Ωy

h2(s, t)y(s)ds

]
dzdt (20)

=

∫
Ωy

[F1(w)](t)y(t)dt+

∫
Ωy

[F2(w)](t)y(t)dt (21)

= 〈F1(w), y〉Y + 〈F2(w), y〉Y
= 〈F (w), y〉Y .

Equations (19), (20) and (21) are a result of the reproducibility property of scalar-valued kernels
g1, g2, h1 and h2.

E Proof of Representer Theorem

In this section, we provide a proof for the Representer theorem stated in Section 3. We recall the
result here. In the proof we use the Gateaux derivative in an associated function-valued reproducing
kernel Krein space for a generalized operator-valued kernel, which is an extension of the Gateaux
derivative in a Hilbert space.

Theorem E.1 (Representer theorem). Let K̆ be an indefinite operator-valued kernel and K(=

K1⊕K2) be its corresponding function-valued reproducing kernel Krein space. The solution F̃λ ∈ K
of the regularized optimization problem.

F̃λ = arg stabilize
F∈K

n∑
i=1

‖yi − F (xi)‖2Y + λ〈F, F 〉K, (22)

where λ > 0, F (= F1 + F2) ∈ K, has the following form

F̃λ(.) =

n∑
i=1

K̆(xi, .)ui, where ui ∈ Y. (23)

Proof. We use the Gateaux derivative to obtain the condition for stationary points which stabilize the
functional Jλ(F ), given by

Jλ(F ) =

n∑
i=1

‖yi − F (xi)‖2Y + λ〈F, F 〉K, ∀F ∈ K.

In order to find the critical points in K, we use Gateaux derivative DG of Jλ with respect to F in the
direction H , which is defined by

DGJλ(F,H) = lim
τ→0

Jλ(F + τH)− Jλ(F )

τ
.
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Let F̃ be the operator in K such that

F̃ = arg stabilize
F∈K

Jλ(F ) =⇒ DGJλ(F,H) = 0, ∀H ∈ K.

Jλ can be written as

Jλ(F ) =

n∑
i=1

Gi(F ) + λL(F )

and as DGJλ(F,H) = 〈DGJλ(F ), H〉K, ∀F,H ∈ K, we obtain the following.

1. L(F ) = 〈F, F 〉K. Therefore we have

lim
τ→0

〈F + τH, F + τH〉K − 〈F, F 〉K
τ

= 2〈F,H〉K

=⇒ DGL(F ) = 2F.

2. Gi(F ) = ‖yi − F (xi)‖2Y . Then we have

lim
τ→0

‖yi − F (xi)− τH(xi)‖2Y − ‖yi − F (xi)‖2Y
τ

= −2〈yi − F (xi), H(xi)〉Y (24)

= −2〈K̆(xi, .)(yi − F (xi)), H〉K
(25)

= −2〈K̆(xi, .)ui, H〉K, (26)

=⇒ DGGi(F ) = −2K̆(xi, .)ui.

We obtain Eq. (25) from Eq. (24) using the reproducibility property in Definition 2.3. In Eq.
(25), we use ui = yi − F (xi) to get Eq. (26). Using 1, 2, and DGJλ(F̃ ) = 0, we obtain,
F̃ (.) = 1

λ

∑n
i=1 K̆(xi, .)ui. The constant 1

λ can be absorbed in functions ui’s, such that F̃ (.) =∑n
i=1 K̆(xi, .)ui.

F Condition for Stationary Points of Problem (4)

We obtain a condition for stationary points of the optimization problem in Equation (4).

Using the representer theorem, the problem (4) can be equivalently formulated as the following
problem:

ũλ = arg stabilize
u∈Yn

n∑
i=1

∥∥∥∥∥∥yi −
n∑
j=1

K̆(xi, xj)uj

∥∥∥∥∥∥
2

Y

+ λ

〈 n∑
i=1

K̆(xi, .)ui,

n∑
j=1

K̆(xj , .)uj

〉
K
. (27)

We have the following simplification of the term
〈∑n

i=1 K̆(xi, .)ui,
∑n
j=1 K̆(xj , .)uj

〉
K

in problem

(27). We have〈 n∑
i=1

K̆(xi, .)ui,

n∑
j=1

K̆(xj , .)uj

〉
K

=

n∑
i=1

〈
K̆(xi, .)ui,

n∑
j=1

K̆(xj , .)uj

〉
K

(28)

=

n∑
i=1

n∑
j=1

〈
K̆(xi, .)ui, K̆(xj , .)uj

〉
K

(29)

=

n∑
i=1

n∑
j=1

〈
K̆(xi, xj)ui, uj

〉
Y
. (30)

Note that Eq. (28) and Eq. (29) follow from the property of bilinear forms and Eq. (30) follows from
the reproducing property of K̆. Thus we have the following simplified formulation:

ũλ = arg stabilize
u∈Yn

n∑
i=1

∥∥∥∥∥∥yi −
n∑
j=1

K̆(xi, xj)uj

∥∥∥∥∥∥
2

Y

+ λ

n∑
i=1,j=1

〈K̆(xi, xj)ui, uj〉Y ,
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To solve this problem, we use the directional derivative of the objective function Jλ(u), given by

Jλ(u) =

n∑
i=1

∥∥∥∥∥∥yi −
n∑
j=1

K̆(xi, xj)uj

∥∥∥∥∥∥
2

Y

+ λ

n∑
i=1,j=1

〈K̆(xi, xj)ui, uj〉Y , u ∈ Yn.

Letting Jλ(u) =
∑n
i=1Gi(u) + λL(u), we can find the directional derivative of Jλ(u) with respect

to the direction v as DvJλ(u).

DvGi(u) = lim
τ→0

Gi(u+ τv)−Gi(u)

τ

= −2

〈
yi −

n∑
j=1

K̆(xi, xj)uj ,

n∑
j=1

K̆(xi, xj)vj

〉
.

DvL(u) = lim
τ→0

L(u+ τv)− L(u)

τ

= λ

n∑
i,j

〈K̆(xi, xj)ui, vj〉+ λ

n∑
i,j

〈K̆(xi, xj)vi, uj〉.

As K̆ is Hermitian from the definition of operator-valued kernel, we obtain

〈K̆(xi, xj)ui, vj〉 = 〈ui, K̆(xi, xj)vj〉, ∀i, j = 1, . . . , n. (31)

Therefore,

DvL(u) = λ

n∑
i,j

〈K̆(xi, xj)ui, vj〉+ λ

n∑
i,j

〈K̆(xi, xj)vi, uj〉

= λ

n∑
i,j

〈ui, K̆(xi, xj)vj〉+ λ

n∑
i,j

〈K̆(xi, xj)vi, uj〉 (32)

= λ

n∑
i,j

〈ui, K̆(xi, xj)vj〉+ λ

n∑
i,j

〈uj , K̆(xj , xi)vi〉 (33)

= 2λ

n∑
i,j

〈ui, K̆(xi, xj)vj〉 (34)

Eq. (32) follows from Eq. (31) and in Eq. (32), we use symmetry of 〈·, ·〉 to obtain Eq. (34). In order
to stabilize Jλ(u), its directional derivative DvJλ(u) = 0, ∀v ∈ Yn.

DvJλ(u) = 0

=⇒
n∑
i=1

DvGi(u) + λDvL(u) = 0

=⇒ − 2

n∑
i=1

〈
yi −

n∑
j=1

K̆(xi, xj)uj ,

n∑
j=1

K̆(xi, xj)vj

〉
+ 2λ

n∑
i,j

〈ui,K(xi, xj)vj〉 = 0

=⇒
n∑
i=1

〈 n∑
j=1

K̆(xi, xj)uj − yi,
n∑
j=1

K̆(xi, xj)vj

〉
+

n∑
i,j

〈λui,K(xi, xj)vj〉 = 0

=⇒
n∑
i=1

〈 n∑
j=1

K̆(xi, xj)uj − yi,
n∑
j=1

K̆(xi, xj)vj

〉
+

n∑
i=1

〈
λui,

n∑
j=1

K̆(xi, xj)vj

〉
= 0

=⇒
n∑
i=1

〈 n∑
j=1

K̆(xi, xj)uj − yi + λui,

n∑
j=1

K̆(xi, xj)vj

〉
= 0,∀v ∈ Yn.

The above condition can be reduced to

(K̆ + λI)u = y, (35)
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where K̆ is a matrix of operators formed by using K̆. For the example considered in Appendix D),
we have

K̆ =

K1(x1, x1)−K2(x1, x1) . . . K1(x1, xn)−K2(x1, xn)
...

. . .
...

K1(xn, x1)−K2(xn, x1) . . . K1(xn, xn)−K2(xn, xn)


=

g1(x1, x1)T1 − g2(x1, x1)T2 . . . g1(x1, xn)T1 − g2(x1, xn)T2

...
. . .

...
g1(xn, x1)T1 − g2(xn, x1)T2 . . . g1(xn, xn)T1 − g2(xn, xn)T2

 .
Note that in Eq. (35), y is a column vector of output functions corresponding to the inputs xi’s, for
i = 1, 2, . . . , n. The u computed from Eq. (35) consists of a column vector of operators in L(Y)
which act as basis functions for predictions made for an unseen example.

Equation (35) provides a sufficient condition for obtaining the stationary points of the stabilization
problem 27.

G Krylov Subspace Methods

There are a number of Krylov subspace methods for solving system of a linear system of equations.
For solving a linear system

Ax = b, A ∈ Rn×n, A> = A, x, b ∈ Rn, (36)

a Krylov subspace method is based on iteratively computing an approximation of the solution x.
Consider the m-th Krylov subspace,

Km(A, r0) = span{r0, Ar0, . . . , A
mr0}, where r0 = b−Ax0,

and x0 is an initial approximation (or guess) of x. The solution x of Ax = b is obtained in Km(A, r0)
for m ≤ n, without explicitly computing A−1.

A popular variant is the Minimal residual method (MINRES), first proposed in (Paige and Saunders,
1975). MINRES algorithm is based on solving for x in Eq. (36), with a symmetric (Hermitian) matrix
(possibly indefinite) A by minimizing the norm residual ‖ri‖ = ‖b − Axi‖, xi ∈ Ki(A, b) in the
i-th iteration (‖.‖ is the 2-norm). MINRES is based on tridiagonalization using orthonormal vectors
obtained from Lanczos algorithm (Lanczos, 1950). A detailed account of MINRES and other Krylov
subspace methods can be found in (Barrett et al., 1994) and (Choi, 2006).

H Details of OpMINRES Algorithm

In order to solve for u in Eq. (35), we use an operator based Krylov subspace method, inspired
by a similar construction in (Ong et al., 2004). As the matrix of operators (K̆ + λI) in Eq. (35)
is symmetric and possibly indefinite, we based our algorithm on the minimal residual method
(MINRES). The proposed OpMINRES is designed for a matrix of operators acting on a column of
functions from L(Y). We illustrate the algorithm by solving for u in Au = y, with A = (K̆ + λI).

H.1 OpLanczos Step

The Lanczos method used in MINRES helps to tridiagonalize A in Eq. (36). Similarly, OpLanczos in
OpMINRES is used to trigiagonalize the operator matrix A. The vectors obtained from OpLanczos
form an orthonormal set. Using the OpLanczosStep Algorithm 1, we can obtain,

AVk = VkTk, where Tk =



α1 β2 0
β2 α2 β3

β3 α3
. . .

. . . . . . βk−2

βk−1 αk−1 βk
0 βk αk


,
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Algorithm 1 OpLanczosStep(A, vk, vk−1, βk)

Input: A, vk, vk−1, βk
Output: αk, βk+1, vk+1

v̄k+1 = Avk − βkvk−1

αk = 〈v̄k+1, qk〉Yn

v̄k+1 ← v̄k+1 − αkvk
βk+1 = ‖v̄k+1‖Yn

vk+1 = 1
βk+1

v̄k+1

and Vk = [v1 v2 . . . vk], where vi’s are obtained using OpLanczosStep Algorithm. The columns of
Vk belonging to Yn are orthonormal and the following equation is satisfied

AVk = Vk+1T k, where T k =



α1 β2 0
β2 α2 β3

β3 α3
. . .

. . . . . . βk−2

βk−1 αk−1 βk
βk αk

0 βk+1


.

We intend to solve Au = y by obtaining a solution in the Krylov space Kk(A,y) =
span{y,Ay,A2y, . . . ,Ak−1y}. For each iteration k, we obtain the following equations using
the transformation x = Vkx, where x ∈ Yn, x ∈ Rk.

min
x∈Kk(A,y)

‖y −Ax‖Yn = min
x∈Rk

‖y −AVkx‖Yn = min
x∈Rk

‖y − Vk+T kx‖Yn

= min
x∈Rk

‖Vk+1(β1e1 − T kx)‖Yn , (37)

(where β1 = ‖y‖Yn , e1 = [1 0 . . . 0]> and v1 = y/‖y‖Yn)

= min
x∈Rk

‖β1e1 − T kx‖2. (38)

The change in norms ‖.‖Yn in (37) to ‖.‖2 is obtained based on the following arguments. Let z =
[z1, z2, . . . , zk+1]> ∈ Rk+1 and Vk+1 = [v1 v2 . . . vk+1], where vi ∈ Yn, for i = 1, 2, . . . , k + 1,
then we have

‖Vk+1zk+1‖Yn = ‖z1v1 + z2v2 + · · ·+ zk+1vk+1‖Yn

=

√
z2

1

∫
Ωy

v2
1(t)dt+ z2

2

∫
Ωy

v2
2(t)dt+ · · ·+ z2

k+1

∫
Ωy

v2
k+1(t)dt (39)

=
√
z2

1 + z2
2 + · · ·+ z2

k+1 (40)

= ‖z‖2

Equation (39) reduces to (40) as the vi’s are orthonormal in Yn. Solving for xk =
arg minx∈Rk ‖β1e1 − T̄kx‖2 can be done using QR decomposition (Choi, 2006) which has been
discussed in the next section. Now, the transformation from Rk back to Yn to obtain uk is achieved
using the following:

uk = Vkxk = Vk

(
arg min

x∈Rk
‖β1e1 − T kx‖2

)
.
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Algorithm 2 SymOrtho(a, b)

Input: a, b
Output: c, s, r
if b == 0 then
s = 0
r = |a|
if a == 0 then
c = 1

else
c = sgn(a)

end if
else if a == 0 then
c = 0
s = sgn(b)
r = |b|

else if |b| > |a| then
τ = a/b

s = sgn(b)/
√

1 + τ2

c = sτ
r = b/s

else if |a| > |b| then
τ = b/a

c = sgn(a)/
√

1 + τ2

s = cτ
r = a/c

end if

H.1.1 QR Decomposition

In order to apply QR decomposition on symmetric T k, we use Givens rotation Qk to obtain a
upper-triangular system.

QkT k =

[
Rk
0

]
=



γ
(1)
1 δ

(1)
2 ε

(1)
3 0

γ
(2)
2 δ

(2)
3 ε

(1)
4

. . . . . . . . .
γ

(2)
k−2 δ

(2)
k−1 ε

(1)
k

γ
(2)
k−1 δ

(2)
k

γ
(2)
k

0 0


, Qk(β1e1) =

[
tk
φk

]
,

where Qk = Qk,k+1 . . . Q2,3Q1,2, Qi,i+1 are Givens rotations created to annihilate the βi’s in
sub-diagonal of T k. The Qi,i+1’s involved in the product to obtain Qk are given by,

Qi,i+1 =

Ii−1

ci si
si −ci

Ik−i

 .
The matricesQi,i+1 are obtained using the SymOrtho Algorithm 2. The sub-problem can be rewritten
with xk = arg minx∈Rk ‖β1e1 − T kx‖2 as

xk = arg min
x∈Rk

∥∥∥∥[ tkφk
]
−
[
Rk
0

]
x

∥∥∥∥
2

,where tk = [τ1 τ2 . . . τk]>and
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Algorithm 3 OpMINRES(A, b,maxiter)

Input: A, b,maxiter
Output: x, φ, ψ, χ
β1 = ‖b‖Yn

v0 = 0
v1 = 1

β1
b

φ0 = τ0 = β1

χ0 = 0

δ
(1)
1 = 0
c0 = −1
s0 = 0
d0 = d−1 = x0 = 0
k = 1
while stopping criteria not satisfied do

OpLanczosStep(A, vk, vk−1, βk)→ αk, βk+1, vk+1

//last left orthogonalization on middle two entries in last column of Tk+1,k

δ
(2)
k = ck−1δ

(1)
k + sk−1αk

γ
(1)
k = sk−1δ

(1)
k − ck−1αk

//last left orthogonalization to produce first two entries of Tk+2,k+1ek+1

ε
(1)
k+1 = sk−1βk+1

δ
(1)
k+1 = −ck−1βk+1

//current left orthogonalization to zero out βk+1

SymOrtho(γ
(1)
k , βk+1)→ ck, sk, γ

(2)
k

//right-hand side, residual norms
τk = ckφk−1

φk = skφk−1

ψk−1 = φk−1

√
(γ

(1)
k )2 + (δ

(1)
k+1)2

//update solution
dk = 1

γ
(2)
k

(
vk − δ(2)

k dk−1 − ε(1)
k dk−2

)
xk = xk−1 + τkdk
χk = ‖xk‖Yn

k ← k + 1
end while
x = xk, φ = φk, ψ = φk

√
(γ

(1)
k+1)2 + (δ

(1)
k+2)2, χ = χk

[
tk
φk

]
= β1Qk,k+1 . . . Q2,3

[
c1
s1

0k−1

]
= β1Qk,k+1 . . . Q3,4

 c1
s1c2
s1s2

0k−2

 = β1


c1
s1c2

...
s1 . . . sk−1ck
s1 . . . sk−1sk

 .

A shorthand way to represent the action of Qk,k+1 can be described as[
ck sk
sk −ck

] [
γ

(1)
k δ

(1)
k+1 0 φk−1

βk+1 αk+1 βk+2 0

]
=

[
γ

(2)
k δ

(2)
k+1 ε

(1)
k+2 τk

0 γ
(1)
k+1 δ

(1)
k+2 φk

]
.

OpMINRES computes uk in Kk(A,y) as an approximate solution to the problem Au = y:

uk = Vkxk = VkR
−1
k tk = Dk

[
tk−1

τk

]
= [Dk−1 dk]

[
tk−1

τk

]
=uk−1 + τkdk.

25



The relation satisfied by dk is given by,

dk =
1

γ
(2)
k

(
vk − δ(2)

k dk−1 − ε(1)
k dk−2

)
.

The details are provided in OpMINRES Algorithm 3. As OpMINRES Algorithm 3 is based on
reducing the problem in Eq. (35) from an infinite-dimensional optimization problem to a finite-
dimensional problem in Eq. (38), the convergence of OpMINRES follows from the convergence of
MINRES (Choi, 2006). The construction of OpMINRES ensures the monotonicity of the residual
norms. The stopping criteria for OpMINRES could be based on the value of relative residual norms
φk/φ0. Traditionally, MINRES suffers from loss of orthogonalization but the effect is not usually
observed in practical applications (Choi, 2006). In our experiments, we observed that OpMINRES
does not suffer from the issue of loss of orthogonalization and no extra steps were taken to ensure the
orthogonality of the intermediate systems.

I Details on Experiments with OpMINRES

In addition to the experiments described in Section 7, we report in this section the details on two
more experiments conducted using a real data set and a synthetic data set. We also provide the data
set details of speech inversion data set in Section I.3.

In the following experiments two different functional regression problems have been considered.
Let X = L2(Ωx), Y = L2(Ωy) for suitable Ωx and Ωy based on the datasets used. We intend
to learn a function-valued function F : X → Y . However as noted in Section 1, in practical
applications, x(s) ∈ X and y(t) ∈ Y are not available ∀s ∈ Ωx and ∀t ∈ Ωy. Instead only discrete
observations {xp}Pp=1 ⊂ Ωx and {yq}Qq=1 ⊂ Ωy are observed. However we can approximate these
discrete observations as functions using FDA techniques like B-splines or Fourier bases, so that
the generalized operator-valued framework introduced in the previous sections can be used. The
error metric used for evaluating output functions is residual sum of squares error (RSSE) defined
as RSSE =

∫ ∑
i{yi(t) − ŷi(t)}2dt (Kadri et al., 2016), where yi is the actual output and ŷi is

the predicted output function. We use total RSSE since it is suitable for the functional nature of the
outputs in a functional regression problem. Numerical integration techniques (Hamming, 2012) were
used to compute the integrals. For all the experiments, we used OpMINRES with maximum iteration
as 105 and tolerance as 10−3.

I.1 Additional Experiments on Diffusion Tensor Imaging Data

Multiple sclerosis (MS) is a potentially long-term illness in which the immune system attacks the
protective sheath (myelin) that covers nerve fibers affecting the brain and spinal cord (central nervous
system) that disrupts the flow of information within the brain, and between the brain and body.
Eventually, the disease can cause permanent damage or deterioration of the nerves. As fractional
anisotropy (FA) tract profiles for corpus callosum (CCA) and the right corticospinal (RCS) are major
indicators of demyelification, we intend to predict the FA profiles along the RCS tract from the
FA profiles along the CCA. This would help us having a broader understanding of the relationship
between the two for both the healthy as well as MS subjects.

Dataset Description. The Diffusion Tensor Imaging (DTI) dataset available at https://
www.rdocumentation.org/packages/refund/versions/0.1-21/topics/DTI contains the
FA tract profiles along CCA and RCS inferred from DTI scans for 382 profiles from 142 sub-
jects, where 100 subjects are found to suffer from MS and 42 are healthy controls. DTI dataset is
available in Refund R package as well. The DTI data were collected at Johns Hopkins University
and the Kennedy-Krieger Institute. The dataset also includes subject ID numbers, visit number, total
number of scans, multiple sclerosis case status and Paced Auditory Serial Addition Test (pasat) score.

Data Pre-processing. As the DTI dataset contains 382 profiles from 142 subjects, we focus on the
scans from first visits of all the patients in order to avoid interdependencies. The FA tract values
along the CCA and RCS are taken at 93 locations and 54 locations, respectively. There are a lot of
missing data with NA values especially in the FA tract values along RCS with a big chunk of the
data missing in the initial block of locations. We ignore the missing blocks and refrain from using
interpolation or approximations for the missing values for medical record data. Extrapolation and
approximation of missing values are not performed in our experiments, considering the significance
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of medical attributes and taking into account the possible implications of filling missing data with
arbitrary quantities. This pre-processing results in working with 141 pairs of functions. The functions
has samples from 93 locations along the CCA tract and 43 along the RCS tract (positions 12− 54).

We assume the locations are equally spaced in [0, 1] for both CCA and RCS tract data. Both the
functions are normalized to be varying in between [0, 1] by scaling them with their respective
maximum absolute quantities.

Experimental Setting. All methods were coded in Python 3.6 and all experiments were run on a
Linux box with 182 Gigabytes main memory and 28 CPU cores. The experiments performed used 112
samples for training and 29 samples for testing. For hyperparameter tuning, we used 3-fold multi-grid
cross validation for all the methods. For encoding of the output functions, we cross-validated the
nb parameter from the set {10, 20, 30, 40, 50} for all methods except 3BE with random kitchen sink
features.

We consider the following methods for comparison.

OpMINRES. We considered the generalized operator-valued kernel in Eq. (3), where
we used the following choices for output kernel h(s, t): e−γ|t−s| (ABS), e−γ(t−s)2

(SQ), e−γ1|t−s| − e−γ2|t−s| (DIFFABS), e−γ1(t−s)2 − e−γ2(t−s)2 (DIFFSQ), e−γ1|t−s| −
e−γ2(t−s)2 (DIFFABSSQ) and e−γ1(t−s)2 − e−γ2|t−s| (DIFFSQABS). The following choices
for the input kernel g(x, z) were used: e−η‖x−z‖

2

(RBF), e−η1‖x−z‖
2 − e−η2‖x−z‖

2

(DIFF-
GAUSS) and max(0, 1 − η‖x − z‖2) (EPAN), where EPAN denotes the Epanechnikov ker-
nel. λ was chosen from {10−3, 10−2, 0.1, 1, 10, 100}. γ, γ1, γ2, η, η1, η2 were chosen from
{0.001, 0.002, . . . , 0.009, 0.01, 0.02, . . . , 0.09, 0.1, 0.2, . . . , 0.9, 1, 2, . . . , 10, 20, . . . , 100}.
3BE. (Oliva et al., 2015) For this approach, we used two different encodings for the inputs. In the
first case, the data set of random kitchen sink features was generated using the input and output bases
to be orthogonal trigonometric bases each of size 150, and by setting σ = 0.1, D = 3000 Oliva et al.
(2015). Hence the input kernel is computed in this case using the projection coefficients of the inputs
onto the bases and then using a transformation z onto a D-dimensional space. We denote the input
kernel as RKS-DOTPROD in Table 2.

In the second case, the encoding was done only for the output functions using a trigonometric basis of
nb elements and the input functions were considered in their vector form. An RBF kernel e−η‖x−z‖

2

for inputs was considered and range for η was chosen similar to OpMINRES. The regularization
parameter λ of 3BE was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
KPL. (Bouche et al., 2020) The dictionary for output functions was an orthonormal basis of nb
trigonometric functions. A separable kernel of the type K(xi, xj) = g(xi, xj)B was chosen where
B is a n × n diagonal matrix with Bii = 1/bn−i. An RBF kernel e−η‖x−z‖

2

for the inputs was
chosen where η was chosen similar to OpMINRES. For matrix B, the value of b was chosen from
{0.1, 1, 10, 20, 50, 100}. Computing the ηk parameter using sample average did not yield good
results, hence we chose ηk = Φ#

(n)y (Bouche et al., 2020). The regularization parameter λ of KPL
was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
Non-negative Operator-valued kernel approach (NOVK). (Kadri et al., 2016) Note that the resul-
tant matrix operator equation in (Kadri et al., 2016) is similar to Eq. (6). Hence OpMINRES was
used for obtaining the solution. ABS and SQ were used as output kernels. RBF was used as input
kernel. All parameters were cross-validated similar to OpMINRES.

The results given in Table 2 show that some indefinite kernel choices used in OpMINRES achieve
comparable performance, while others achieve slightly deteriorated performance, indicating that some
applications might benefit from particular choices of kernels. Also, 3BE with random kitchen sink
features was comparably worse than all other methods. However considering non-encoded inputs in
3BE gave better performance. In terms of runtime, 3BE with non-encoded inputs was faster than all
methods. KPL was slower than 3BE with non-encoded inputs and relatively faster than OpMINRES
for our approach and for NOVK and 3BE with random kitchen sink features. The time taken for KBE
with random kitchen sink features, OpMINRES for NOVK and OpMINRES for our approach were
comparable.
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Method Input Kernel Output kernel Best Test RSSE

NOVK RBF ABS 0.1916
NOVK RBF SQ 0.1916

3BE RBF – 0.1905
3BE RKS-DOTPROD – 3.1294
KPL RBF – 0.1924

OpMINRES RBF DIFFABS 0.2032
RBF DIFFSQ 0.2035
RBF DIFFABSSQ 0.2034
RBF DIFFSQABS 0.2035

DIFFGAUSS ABS 0.2164
DIFFGAUSS SQ 0.2414

EPAN ABS 0.1903
EPAN SQ 0.1916

Table 2: Test RSSE Comparison Results for DTI data

I.2 Additional Experiments on Toy Problem

We now discuss a few experiments conducted on a synthetic data set.

Data Generation. We generate input functions using weighted cosine function on [−1, 1] and the
output functions are weighted sixth order Chebychev polynomials of the first kind. In order to generate
the toy dataset, we create the input and output functions with N = 5, using cn ∈ U([−1, 1]), wn ∈
U([0, 1]),∀n = 1, 2, . . . , N as

x(t) =

N∑
n=1

cn cos(wnt), t ∈ [0, 2π], y(t) =

N∑
n=1

cnT6(wnt), t ∈ [−1, 1].

The functions x and y have been sampled at 100 points, with Gaussian noise being introduced for
both. In order to illustrate the learning capabilities of OpMINRES algorithm, we consider 80 training
samples with σx = 0.02 and 20 test samples with σy = 0.02.

Experimental Setting. All methods were coded in Python 3.6 and all experiments were run on a
Linux box with 182 Gigabytes main memory and 28 CPU cores. The experiments performed used 160
samples for training and 40 samples for testing. For hyperparameter tuning, we used 3-fold multi-grid
cross validation for all the methods. For encoding of the output functions, we cross-validated the nb
parameter from the set {10, 20, 30, 40, 50} for all methods. The following results are obtained based
on different methods used for comparison.

We consider the following methods for comparison.

OpMINRES. We considered the generalized operator-valued kernel in Eq. (3), where we used
the following choices for output kernel h(s, t): e−γ|t−s| (ABS), e−γ(t−s)2 (SQ), e−γ1|t−s| −
e−γ2|t−s| (DIFFABS), e−γ1(t−s)2 − e−γ2(t−s)2 (DIFFSQ), e−γ1|t−s| − e−γ2(t−s)2 (DIFFABSSQ)
and e−γ1(t−s)2 − e−γ2|t−s| (DIFFSQABS). The following choices for the input kernel g(x, z) were
used: e−η‖x−z‖

2

(RBF), e−η1‖x−z‖
2 − e−η2‖x−z‖

2

(DIFFGAUSS) and max(0, 1 − η‖x − z‖2)
(EPAN). λ was chosen from {10−3, 10−2, 0.1, 1, 10, 100}. γ, γ1, γ2, η, η1, η2 were chosen from
{0.001, 0.01, 0.1, 1, 10, 100}.
3BE. (Oliva et al., 2015) Here, the encoding was done only for the output functions using a trigono-
metric basis of nb elements and the input functions were considered in their vector form. An RBF
kernel e−η‖x−z‖

2

for inputs was considered and range for η was chosen similar to OpMINRES. The
regularization parameter λ of 3BE was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
KPL. (Bouche et al., 2020) The dictionary for output functions was an orthonormal basis of nb
trigonometric functions. A separable kernel of the type K(xi, xj) = g(xi, xj)B was chosen where
B is a n × n diagonal matrix with Bii = 1/bn−i. An RBF kernel e−η‖x−z‖

2

for the inputs was
chosen where η was chosen similar to OpMINRES. For matrix B, the value of b was chosen from
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{0.1, 1, 10, 20, 50, 100}. Computing the ηk parameter using sample average did not yield good
results, hence we chose ηk = Φ#

(n)y (Bouche et al., 2020). The regularization parameter λ of KPL
was chosen from {10−3, 10−2, 0.1, 1, 10, 100}.
Non-negative Operator-valued kernel approach (NOVK). (Kadri et al., 2016) Since the resultant
matrix operator equation in (Kadri et al., 2016) is similar to Eq. (6), we used OpMINRES for
obtaining the solution. ABS and SQ were used as output kernels. RBF was used as input kernel. All
parameters were cross-validated similar to OpMINRES.

The results obtained were almost similar for all the methods (the differences arose only in the seventh
digit after the decimal point). During the cross-validation, we could compare the predictions to the
noisy outputs. However at the end we could compute the RSSE against the noiseless outputs as well.
Accordingly all methods resulted in RSSE of 30.0512 against the noisy outputs and RSSE of 31.6249
against the noiseless outputs. Through these experiments, we see that the results obtained using
indefinite kernels are comparable (almost same in this case) to the existing methods using positive
definite kernels and algorithms using other techniques.

I.3 Additional Information on Speech Inversion Dataset

We use the dataset Haskins IEEE Rate Comparison DB available at https://yale.app.box.com/
s/cfn8hj2puveo65fq54rp1ml2mk7moj3h/. The data set contains recordings from 4 female and 4
male subjects reciting 720 phonetically balanced sentences at normal and fast production rates (Tiede
et al., 2017). The recordings were done using an electromagnetic articulometry (EMA) system. Each
sentence was first produced at speaker’s normal speaking rate and then by producing a fast repetition
of the same, without making errors. Five sensors were placed on the tongue (tip (TT), body (TB),
root (TR)), lips (upper (UL) and lower (LL)) and mandible, together with reference sensors on the
left and right mastoids, and upper and lower incisors (UI, LI). These EMA trajectories were obtained
at 100 Hz and then were low-pass filtered at 5 Hz for references and 20 Hz for articulator sensors.
Synchronized audio was recorded at 44100 Hz. The VT variables (namely Lip Aperture (LA), Lip
Protrusion (LP), Jaw Angle (JA)) were computed using the EMA trajectories as in (Seneviratne et al.,
2019). The experiments were performed for F01 female speaker at normal speaking rate to estimate
LA function.
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