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Abstract

We consider the following constrained maximization problem in discrete proba-
bilistic graphical models (PGMs). Given two (possibly identical) PGMsM1 and
M2 defined over the same set of variables and a real number q, find an assignment
of values to all variables such that the probability of the assignment is maximized
w.r.t.M1 and is smaller than q w.r.t.M2. We show that several explanation and
robust estimation queries over graphical models are special cases of this problem.
We propose a class of approximate algorithms for solving this problem. Our algo-
rithms are based on a graph concept called k-separator and heuristic algorithms for
multiple choice knapsack and subset-sum problems. Our experiments show that
our algorithms are superior to the following approach: encode the problem as a
mixed integer linear program (MILP) and solve the latter using a state-of-the-art
MILP solver such as SCIP.

1 Introduction

This paper is about solving the following combinatorial optimization problem: given a set of discrete
random variables X and two possibly identical probabilistic graphical models (cf. [8, 21]) or log-linear
models defined over X, find the most likely assignment to all variables w.r.t. one of the log-linear
models such that the weight (or probability) of the assignment is smaller than a real number q w.r.t.
the second model. We call this task constrained most probable explanation (CMPE) problem. CMPE
is NP-hard in the strong sense and thus it cannot have a fully polynomial time approximation scheme
(or FPTAS) unless P = NP. However, it is only weakly NP-hard when the log-linear models exhibit
certain properties such as their features are conditionally independent of each other (e.g., Naive Bayes,
Logistic Regression, etc.) or all connected components in the two models have bounded number of
variables (e.g., small-world graphs [34]) or both given a small subset of variables. We exploit this
weak NP-hardness property to develop approximation algorithms for CMPE.

We are interested in solving the CMPE problem because several estimation, prediction and explanation
tasks can be reduced to CMPE. For example, the nearest assignment problem (NAP) [31]—a problem
that is related to the nearest neighbors problem—which requires us to find an assignment of values
to all variables such that the probability of the assignment is as close as possible to an input value
q, can be reduced to CMPE. Similarly, the problem of computing the most likely assignment to all
unobserved variables given evidence such that a log-linear model makes a particular (single class or
multi-label) classification decision can be reduced to CMPE. This problem is the optimization analog
of the same decision probability problem [6, 7, 30]. Other problems that reduce to CMPE include
finding diverse m-best most probable explanations [2, 13], the order statistics problem [33] and the
adversarial most probable explanation problem.
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We propose a novel approach that combines graph-based partitioning techniques with approximation
algorithms developed in the multiple choice knapsack problem (MCKP) literature [23, 28, 32] for
solving CMPE. MCKP is a generalization of the 0/1 knapsack problem in which you are given a
knapsack with capacity q and several items which are partitioned into bins such that each item is
associated with two real numbers which denote its profit and cost respectively; the problem is to find
a collection of items such that exactly one item from each bin is selected, the total cost of the selected
items does not exceed q and the total profit is maximized. We show that when the combined primal
graph, which is obtained by taking a union of the edges of the primal graphs of the two graphical
models, has multiple connected components and each connected component has a constant number
of variables, CMPE is an instance of bounded MCKP. We exploit the fact that such bounded MCKPs
are weakly NP-hard and can be solved efficiently using approximate algorithms with guarantees [20].

n graphical models in which the number of variables in each connected component is not bounded by
a constant, we propose to condition on variables, namely remove variables from the combined primal
graph, until the number of variables in each connected component is bounded (above) by a constant k.
We formalize this conditioning approach using a graph property called k-separator [3]. A k-separator
of a graph G is a subset of vertices which when removed from G yields a graph G′ such that the
number of vertices in each connected component of G′ is at most k. Our proposed conditioning (local
search) algorithm solves the sub-problem over the k-separator via local/systematic search and the
sub-problem over the connected components given an assignment to all variables in the k-separator
using MCKP methods. Our algorithm yields a heuristic approximation scheme with performance
guarantees when the size of the k-separator is bounded. In practice, it is likely to yield high quality
estimates when the size of the k-separator is small (e.g., in small-world networks [34]).

We performed a detailed experimental evaluation comparing the impact of increasing k on the quality
of estimates computed by our proposed method. As a strong baseline, we encoded CMPE as a mixed
integer linear program (MILP) and used a state-of-the-art open source MILP solver called SCIP
[14]. We used various benchmark graphical models used in past UAI competitions [12, 17]. Our
experiments show that somewhat counter intuitively most CMPE problems are easy in that our method
yields close to optimal solutions within seconds even when k is small (we expect our method to be
more accurate when k is large). Hard instances of CMPE arise when q is close to the unconstrained
maximum or when the parameters of the graphical model are extreme. Such hard instances do benefit
from using a large value of k while easy instances do not. Our experiments clearly show that our
proposed algorithm is superior to SCIP.

2 Preliminaries and Notation

Let X = {X1, . . . , Xn} denote a set of discrete random variables andDi = {1, . . . , d} be the domain
of Xi, namely we assume that each variable Xi takes values from the set Di. A graphical model
or a Markov network denoted byM is a triple 〈X, f, G〉 where: (1) f = {f1, . . . , fm} is a set of
log-potentials where each log-potential fi is defined over a subset S(fi) ⊆ X called the scope of
fi, and (2) G(V,E) is an undirected graph called the primal graph where V = {V1, . . . , Vn} and
E = {E1, . . . , Et} denote the set of vertices and edges in G respectively. G has (exactly) one vertex
Vi for each variable Xi in X and an edge Ej = (Va, Vb) if the corresponding variables Xa and Xb

appear in the scope of a function f in f.M represents the following probability distribution:

PM(x) =
1

ZM
exp

∑
f∈f

f(xS(f))

 where ZM =
∑

x

exp

∑
f∈f

f(xS(f))


where x = (x1, . . . , xn) is an assignment of values to all variables in X and xS(f) denotes the
projection of x on the set S(f). Note that x ∈ D where D = D1 × . . .×Dn is the Cartesian product
of the domains. ZM is normalization constant called the partition function. For brevity, henceforth,
we will write f(xS(f)) as f(x).

Given an assignment x of values to all variables in X of a graphical modelM = 〈X, f, G〉, we call∑
f∈f f(x) the weight of x w.r.t.M. We focus on the following constrained optimization problem,

which we call the constrained most probable explanation problem (CMPE). Given two graphical
modelsM1 = 〈X, f1, G1〉 andM2 = 〈X, f2, G2〉 and a real number q, find an assignment X = x
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such that the weight of x w.r.t.M1 is maximized and is bounded above by q w.r.t.M2. Formally,

max
x

∑
f∈f1

f(x) s.t.
∑
g∈f2

g(x) ≤ q (1)

2.1 Multiple Choice Knapsack and Subset Sum Problems

Given n items where each item i has an associated cost ci and profit pi, and a container/knapsack
having capacity q, the Knapsack problem (KP) is to select a subset of the items such that the total
cost does not exceed q and the total profit is maximized. Let the items be denoted by the integers 1,
2,. . ., n, and let Xi be a Boolean variable taking the value 1 if item i is selected and 0 otherwise. Let
x = (x1, . . . , xn) denote a 0/1 assignment to all the Boolean variables. Then, the Knapsack problem
can be mathematically stated as: maxx

∑n
i=1 pixi s.t

∑n
i=1 cixi ≤ q. The subset-sum problem (SSP)

is a special case of the knapsack problem where profit pi equals the cost ci for all items i.

The multiple choice Knapsack problem (MCKP) is a generalization of KP in which the items are
partitioned into bins and the constraint is that exactly one item from each bin must be chosen. Let m
be the number of bins and N1, . . . , Nm denote the number of items in each bin. Let i = 1, . . . ,m
index the bins and j = 1, . . . , Ni index the items in bin i. Let cij and pij denote the cost and profit
respectively of the j-th item in the i-th bin. Let Xij be a Boolean variable taking the value 1 if j-th
item in the i-th bin is selected and 0 otherwise. Let xij denote the 0/1 assignment to the Boolean
variable Xij and x denote a 0/1 assignment to all the Boolean variables. Then, the MCKP is given by

max
x

m∑
i=1

∑
j∈Ni

pijxij s.t.
m∑
i=1

∑
j∈Ni

cijxij ≤ q and
∑
j∈Nj

xij = 1, i = 1, . . . ,m (2)

The multiple choice subset-sum problem (MCSSP) is a special case of MCKP where pij equals cij
for all i, j. We focus on a bounded version of MCKP where Ni is bounded by a constant for all i.

All of the aforementioned problems, KP, SSP, MCKP and MCSSP are NP-hard. However, they can be
solved in pseudo-polynomial time via a dynamic programming algorithm if the profits and weights
are integers. There exists a vast literature on algorithms for solving these problems with specific
interest from the operations research community. The different types of algorithms presented in
literature include branch and bound algorithms [10, 11, 27, 32], local search algorithms, dynamic
programming algorithms [10, 19, 28], heuristic algorithms with performance guarantees [11, 15] and
fully polynomial time approximate schemes (FPTAS) [5, 23]. The purpose of this paper is to show
that these algorithms can be leveraged, in addition to graph-based methods to solve the CMPE task.

3 Applications of CMPE

In this section, we show that the nearest assignment problem and the problem of computing the most
probable assignment for a decision can be reduced to CMPE.

3.1 Nearest Assignment/Explanation Problem

Given a graphical modelM = 〈X, f, G〉 and a real number q, the nearest assignment problem (NAP)
is to find an assignment x to all variables in X such that |q−

∑
f∈f f(x)| is minimized. We can express

NAP as CMPE using the following transformation. For each function f ∈ f, let g be a function
defined as follows: g(y) = f(y)− q/m, where y is an assignment of values to all variables Y = S(f)
and m is the number of log-potentials. Let xl and xu be two assignments defined as follows:

xl = max
x

m∑
i=1

gi(x) s.t.
m∑
i=1

gi(x) ≤ 0 and xu = max
x

m∑
i=1

−gi(x) s.t.
m∑
i=1

−gi(x) ≤ 0

We can show that:
Proposition 1. minx |q −

∑
f∈f f(x)| where x ∈ {xl, xu} is the nearest assignment.
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Proof. Given a graphical modelM = 〈X, f, G〉 and a real number q, the nearest assignment problem
(NAP) can be mathematically stated as

min
x
|

m∑
i=1

fi(x)− q| (3)

We can remove the absolute value requirement in the objective function using the following standard
approach: convert the unconstrained minimization problem given above into a constrained minimiza-
tion problem. In particular, we can define two nearest assignments xl and xu such that xl maximizes∑

f∈f f(x)− q under the constraint that the value of the objective function is smaller than or equal to
0 while xl minimizes the same objective function under the constraint that the value of the objective
function is larger than or equal to 0. Formally, Eq. (3) can be rewritten as:

min
x
|

m∑
i=1

fi(x)− q| = min
x∈{xl,xu}

|
m∑
i=1

fi(x)− q| (4)

where xl and xu are given by:

xl = max
x

(
m∑
i=1

fi(x)− q

)
s.t.

m∑
i=1

fi(x)− q ≤ 0 (5)

xu = min
x

(
m∑
i=1

fi(x)− q

)
s.t.

m∑
i=1

fi(x)− q ≥ 0 (6)

Given gi(y) = fi(y) − q/m, where y is an assignment of values to all variables Y = S(fi) and
replacing minimization as maximization (via negation), we can rewrite Eqs. (5) and (6) as:

xl = max
x

m∑
i=1

gi(x) s.t.
m∑
i=1

gi(x) ≤ 0 (7)

xu = max
x

m∑
i=1

−gi(x) s.t.
m∑
i=1

−gi(x) ≤ 0 (8)

Eqs. (4), (7) and (8) prove the proposition.

By inspection, the expressions for xl and xu are CMPE tasks. Thus NAP can be solved by solving
two CMPE tasks. Rouhani et al.[31] describe an approximation algorithm that uses a 0-cutset [4] to
solve NAP. Our work differs from the work of Rouhani et al. [31] in three ways:

• 0-cutsets are equivalent to 1-separators. Thus, our general-purpose algorithm can be seen as
a generalization of Rouhani et al.’s approach to arbitrary k-separators. Our approach allows
us to define more sophisticated approximation algorithms as a result of this generalization,
including FPTAS algorithms for a more general class of graphical models (see section ??).

• Rouhani et al.’s approach is not applicable to variables having non-binary domains while
our proposed approach does not have such limitations.

• Rouhani et al.’s approach can be used if and only if the graphical model in the objective
function is identical to the graphical model in the cost constraint. Our approach allows
different graphical models to be present in the objective and cost constraint.

It turns out that NAP instances are one of the hardest CMPE problems. This is because NAP has
subset-sum type constraints; it is well known that most pruning and bounding techniques (e.g.,
dominating items [20], linear programming relaxations) perform poorly on subset-sum problems.
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3.2 Most Probable Assignment for a Decision

Consider the following problem from robust estimation or decision theory that is useful in the
interactive setting for solving human-machine tasks. You are given a log-linear model with a few
observed variables E and a decision variable C (or a small subset C ⊆ X) that takes values from
the domain {0, 1}. Suppose that you have made the decision C = c given evidence E = e because
the weight of the partial assignment (c, e) is higher than that of (1 − c, e). Your task is to find the
most probable assignment to all unobserved variables H such that the same decision will be made.1
Formally, given a graphical modelM = 〈X, f, G〉 where X = {C} ∪ E ∪H, we have to solve

max
h

∑
f∈f

f(h, c, e) s.t.
∑
f∈f

f(h, c, e) ≥
∑
f∈f

f(h, 1− c, e) (9)

Let g = {f(h, 1− c, e)− f(h, c, e)|f ∈ f}. Then, we can rewrite Eq. (9) as:

max
h

∑
f∈f

f(h, c, e) s.t.
∑
g∈g

g(h, e) ≤ 0 (10)

By inspection, it is clear that Eq. (10) is an instance of the CMPE problem.

The generated assignment h can then be sent to an expert (human in the human-machine task) for
analyzing the robustness of the decision. As mentioned earlier, the problem just described is an
optimization analog of the same decision probability problem [6, 7] where one seeks to find the
probability that the same decision will be made after observing all the unobserved variables.

4 Our Approach

4.1 CMPE with Multiple Connected Components

We show that if the combined primal graph associated withM1 andM2 has multiple connected
components and the number of variables in each connected component is bounded by a constant k,
then CMPE can be encoded as a bounded MCKP. We begin by defining a combined primal graph.
Definition 4.1. A combined primal graph of two graphical modelsM1 = 〈X, f1, G1〉 andM2 =
〈X, f2, G2〉 is a graph G(V,E) such that G has a vertex Vk for each variable Xk in X and an edge
Et = (Va, Vb) if the corresponding variables Xa and Xb appear in the scope of fi ∈ f1 or fj ∈ f2.

Let G denote the combined primal graph ofM1 andM2. Let c denote the number of connected
components of G. Let Xi denote the set of variables (corresponding to the set of vertices) in the i-th
connected component of G (1 ≤ i ≤ c). Let g1, . . . , gc and h1, . . . , hc denote the functions obtained
fromM1 andM2 s.t. for i = 1, . . . , c

gi(xi) =
∑

f∈f1:S(f)⊆Xi

f(xi) and hi(xi) =
∑

f∈f2:S(f)⊆Xi

f(xi)

Encoding 4.2. Given a collection of functions g = {g1, . . . , gc}, h = {h1, . . . , hc} such that no two
functions in g (and h) share any variables and S(gi) = S(hi) for 1 ≤ i ≤ c, and a real number q,
we can construct a MCKP, denoted by P as follows. We start with an empty MCKP. Then we create
an item for each entry j in each function gi (or hi). For each component indexed by i, we add a bin
(indexed by i) to P (thus there are c bins) and add all items corresponding to the entries in function
gi (or hi) to the i-th bin. We attach a knapsack with capacity q to P . The profit and cost of each item
(i, j) in P equals the value of corresponding j-th entry in the functions gi and hi respectively.

Fig. 1 illustrates the process of converting a given CMPE problem to MCKP using Encoding 4.2. It is
easy to show that Encoding 4.2 is correct, namely we can construct a (feasible or optimal) solution to
the CMPE problem from a solution of the corresponding MCKP. Formally,

1Note that this is not the same as computing the most probable assignment H = h∗ given e and c. For
example, if

∑
f∈f f(h

∗, c, e) <
∑

f∈f f(h
∗, 1− c, e) then (h∗, e) will flip the decision from c to 1− c. In terms

of complexity, computing the most probable explanation (MPE) given evidence can be solved in polynomial
time on bounded treewidth networks. CMPE, on the other hand, is NP-hard on bounded treewidth networks
(reduction from MCKP).
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Proposition 2. (Equivalence) Let P be a MCKP constructed from a CMPE problem, denoted by
R using Encoding 4.2. Then there exists a one-to-one mapping between every feasible (or optimal)
solution of P and R. Moreover, a feasible (or optimal) solution to R can be constructed from a
feasible (or optimal) solution to P in time that scales linearly with the size ofM1 andM2.

Proof. For convenience, we restate the definition of CMPE and express it as MCKP task. Given two
graphical modelsM1 = 〈X, f1, G1〉 andM2 = 〈X, f2, G2〉 and a real numbers q, find an assignment
an assignment x of values to all variables in X such that the weight of x w.r.t.M1 is maximized and
is bounded above by q w.r.t.M2.

max
x

∑
f∈f1

f(x) s.t.
∑
t∈f2

t(x) ≤ q

Let G be the combined primal graph ofM1 andM2 with c connected components where Xi is
the set of variables in i-th connected component and xi is an assignment to all variables of Xi. Let
g1, . . . , gc and h1, . . . , hc denote the functions obtained fromM1 andM2 s.t. for i = 1, . . . , c,

gi(xi) =
∑

f∈f1:S(f)⊆Xi

f(xi) and hi(xi) =
∑

t∈f2:S(t)⊆Xi

t(xi)

then, the CMPE problem can be mathematically stated as:

max
x

c∑
i=1

gi(xi) s.t.
c∑

i=1

hi(xi) ≤ q′ (11)

Without loss of generality, let Mi denote the number of entries in the functions gi and hi. Let Yij
denote a Boolean variable which takes the value 1 if Xi = xi where j ∈ {1, . . . ,Mi}. Because,
Xi has to be assigned exactly one value (and cannot take multiple values simultaneously), we have∑Mi

j=1 yij = 1 where yij is a 0/1 value assigned to Yi. Let sij and rij denote the value of the j-th
entry in gi and hi respectively. Then we can rewrite gi and hi as:

gi(xi) =

Mi∑
j=1

yijsij s.t.
Mi∑
j=1

yij = 1 (12)

hi(xi) =
Mi∑
j=1

yijrij s.t.
Mi∑
j=1

yij = 1 (13)

Substituting Eqs. (12) and (13) in Eq. (11), we can define the CMPE problem as follows:

max
y

c∑
i=1

Mi∑
j=1

yijsij s.t.
c∑

i=1

Mi∑
j=1

yijrij ≤ q′ and
Mi∑
j=1

yij = 1, i = 1, . . . , c (14)

Comparing the equation for CMPE given in Eq. (11) with the equation for MCKP given in Eq. (??),
it is easy to see that the two problems are equivalent under the following substitutions: c = m (the
number of components equals the number of bins), xij = yij (one-to-one mapping between the
Boolean variables), rij = pij (each entry in gi corresponds to the profit of an item), sij = cij (each
entry in hi corresponds to the cost of an item), and q′ = q. Under this substitution, it is easy to see
that a (feasible) solution to the CMPE problem can be recovered from a solution to the MCKP in
O(n) time where n is the number of variables inM1 (andM2).

Since the number of items in each bin i equals the number of entries in gi, the number of items in
bin i is exponential in the number of variables in the scope of gi, namely it equals exp(|Xi|). Thus
Encoding 4.2 will yield a bounded MCKP if |Xi| is bounded by a constant for all i.
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X1 X2

X3

X4

X5

X1 X2 X3 g1 h1

0 0 0 5 1
0 0 1 5 5
0 1 0 9 4
0 1 1 3 3
1 0 0 9 8
1 0 1 2 3
1 1 0 6 7
1 1 1 2 9

X4 X5 g2 h2

0 0 1 8
0 1 9 8
1 0 4 4
1 1 6 1

j p1j c1j
1 5 1
2 5 5
3 9 4
4 3 3
5 9 8
6 2 3
7 6 7
8 2 9

j p2j c2j
1 1 8
2 9 8
3 4 4
4 6 1

M1,M2 g1, h1 g2, h2 bin1 bin2

q = 10 capacity = 10

(a) (b) (c)
Figure 1: (a) Combined primal graph of two graphical modelsM1,M2 having 5 binary variables {X1, . . . , X5}.
The graph has two connected components {X1, X2, X3} and {X4, X5}. (b) CMPE problem overM1 andM2

with q = 10, example log-potentials g1, g2 computed fromM1, and example log-potentials h1, h2 computed
fromM2. Values of the two potentials are generated randomly. (c) Multiple choice knapsack problem (MCKP)
encoding of the CMPE problem given in (b) (see Encoding 3.2). The MCKP has 2 bins; the first bin has 8 items
while the second has 4 items with capacity = q = 10. Optimal solution to the MCKP and the corresponding
optimal solution to the CMPE problem is highlighted in red.

4.2 A Conditioning Algorithm Based on k-separators

Graphical models typically encountered in practice will have just one connected component and
therefore the approach presented in the previous subsection will be exponential in n (number of
variables). To address this issue, we propose to condition on variables until the size of each bin in
the encoded MCKP is bounded by a constant. We formalize this approach next using the concept of
k-separators.
Definition 4.2. Given a graph G(V,E) and an integer k ≥ 1, a k-separator of a graph is a set of
vertices S ⊂ V such that each connected component of a graph G′ obtained from G by removing
S has at most k vertices. A k-separator S is minimal when no proper subset of S is a k-separator. A
k-separator S is optimal if there does not exist a k-separator S′ such that |S′| < |S|.

In practice, we want k-separators that are optimal. Unfortunately, finding optimal k-separators is a
NP-hard problem [3] and therefore we will use greedy algorithms that yield minimal k-separators.2
One such greedy algorithm is to iteratively remove a vertex having the maximum degree from each
connected component having more than k vertices until all components have at most k vertices.

Given a k-separator S ⊆ X obtained from the combined primal graph ofM1 andM2, we can use
the following conditioning algorithm to yield a solution to CMPE. For each assignment of values s to
S, we get a CMPE sub-problem Rs such that the MCKP encoding of Rs, denoted by Ps is bounded.
Specifically, Ps is such that the number of items in each bin is bounded by exp(k) while the number
of bins equals the number of components c which in turn is bounded above by (|X| − |S|). We can
either explore the space of assignments to S systematically using branch and bound search or via
simulation techniques such as random sampling and local search. Both approaches will yield anytime
algorithms whose performance improves with time. As before, we can solve each MCKP sub-problem
using advanced MCKP algorithms presented in literature on knapsack problems (cf. [20]).

The above setup and discussion yields Algorithm 1, which is an anytime algorithm for approximately
solving the CMPE problem. The algorithm begins by heuristically selecting a minimal k-separator S
of the combined primal graph G (line 1). Then it searches, either via random sampling or local search
or systematic enumeration, over the assignments s of S (lines 4–16). To perform local search, it selects
a neighbor of the current state having the highest value of the objective function or makes a random
move if the algorithm is stuck in local maxima. A neighbor of an assignment s is an assignment s’
that differs from s in assignment to only one variable. Then, in lines 6-10, it converts the CMPE
sub-problem obtained after conditioning on the assignment S = s to MCKP, as detailed in Encoding
4.2. The CMPE sub-problem is constructed by updating q appropriately (line 6) and computing the

2Note that the number of vertices in the optimal k-separator of a graph can be quite large even if its treewidth
is bounded by k. For instance, a complete binary tree has treewidth of 1 but the number of vertices in its
1-separator is bounded by O(2h−1) where h is the height of the tree.
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Algorithm 1 ANYTIME-CMPE (M1,M2, q, k)
Input: Two Markov networksM1 = 〈X, f1, G1〉 M2 = 〈X, f2, G2〉, a real number q and an integer k
Output: An estimate of the CMPE problem defined over (M1,M2, q, k).
Begin:
1: Heuristically select a minimal k-separator S ⊂ X using the combined primal graph G
2: G′ = graph obtained by removing S from G. Let c denote the number of connected components of G′ and

let Xi denote the set of variables in the i-th connected component of G′

3: best = −∞
4: repeat
5: Generate an assignment s of S via random sampling or local search or systematic enumeration
6: qs = q −

∑
f∈f2:S(f)⊆S f(s)

7: for i = 1 to c do
8: Compute gi(xi) =

∑
f∈f1:S(f)⊆Xi

f(xi, s)
9: Compute hi(xi) =

∑
f∈f2:S(f)⊆Xi

f(xi, s)
10: Construct a MCKP Ps from {g1, . . . , gc}, {h1, . . . , hc} and qs using Encoding 4.2
11: Use the Greedy MCKP method of [15] to solve Ps and store the objective function value in currentg
12: current = currentg +

∑
f∈f1:S(f)⊆S f(s)

13: if Ps is feasible and current > best then
14: best = current
15: until there is time
16: return best

End.

functions gi and hi for each component i of G′ (the graph obtained by removing S from the combined
primal graph G) (lines 7-9). The algorithm solves the MCKP using a greedy approach (see [15, 20]
for details) (line 11) and updates the best solution computed so far if the current solution has a higher
value for the objective function. The algorithm stops when a user specified time bound is reached and
returns the best value of the objective function found so far (line 16).

4.3 Computational Complexity of ANYTIME-CMPE

Since the size of each function gi and hi is bounded exponentially by k, the time complexity of lines
7-10 of Algorithm ANYTIME-CMPE is O(c exp(k)). Since the time complexity of the greedy MCKP
method [15] is linear in the number of items, and the number of items is bounded by O(c exp(k)), the
time complexity of line 11 is also bounded by O(c exp(k). Thus, the overall time complexity of lines
4-14 is O(n+ c exp(k)). If a systematic enumeration method is used for generating the assignment of
values to S then the worst case time complexity of ANYTIME-CMPE is O((n+ c exp(k))× exp(|S|)).
Since the greedy algorithm of Gens and Levner [15] has a performance factor of 4/5, ANYTIME-CMPE
with systematic enumeration yields a polynomial time approximation scheme with a performance
factor of 4/5 when k and |S| are bounded by a constant (e.g., in some small-world graphs [34]).
Algorithm ANYTIME-CMPE can also be used to yield a fully polynomial time approximation scheme
(FPTAS) by using a FPTAS algorithm for MCKP [16, 22] in lieu of the greedy algorithm in line 11
(when k and |S| are bounded by a constant). Note that these guarantees are the best we can hope for
because CMPE is strongly NP-hard and is unlikely to have an FPTAS algorithm unless P=NP.

We summarize the discussion above in the following proposition and two corollaries.
Proposition 3. If there exists an algorithm for solving MCKP with approximation factor 0 ≤ α ≤ 1
having time complexity O(t) then Algorithm ANYTIME-CMPE has approximation factor α and has
time complexity O((n+ cexp(k) + t)× exp(|S|)) under the assumption that systematic enumeration
is used to search over value assignments to S (and the algorithm is terminated after all assignments
to S are enumerated).

Proof. Without loss of generality, let {s1, . . . , sa} denote the set of feasible solutions of CMPE
projected over the set S. For each feasible solution si, let

f i =
∑

f∈f1:S(f)⊆S

f(si)
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and

gi = max
y

c∑
j=1

∑
f∈f1:S(f)∩Xj 6=∅

f(y, si)

Then, the optimal value of the objective function for the CMPE problem is given by

OPT = max
1≤i≤a

{
f i + gi

}
(15)

Given an algorithm A for MCKP having approximation factor 0 ≤ α ≤ 1, let si ≥ αgi denote the
solution output by A. We have:

max
1≤i≤a

{f i + si} ≥ max
1≤i≤a

{
f i + αgi

}
≥ α max

1≤i≤a

{
f i + gi

}
= αOPT

Since the time complexity of the given algorithm is O(t) and the time complexity of constructing the
MCKP and retrieving its solution is O(n+ c exp(k)), the overall time complexity of lines 6–14 given
an assignment to S is O(n+ c exp(k) + t). Thus, the overall time complexity is O((n+ c exp(k) +
t)× exp(|S|)).

We can derive the following two corollaries from Proposition 3.
Corollary 1. Given a constant k ≥ 1, there exists a polynomial time algorithm (polynomial in n)
having an approximation factor 4/5 for solving the CMPE problem under the assumption that the
size of the k-separator for the combined primal graph ofM1 andM2 is bounded by a constant.

Proof. Proof follows from Gens and Levner [15] and Proposition 3.

Corollary 2. Given a constant k ≥ 1 and 0 ≤ ε ≤ 1, there exists a FPTAS which produces a (1− ε)
approximate solution and runs in polynomial time in n and 1/ε for solving the CMPE problem under
the assumption that the size of the k-separator for the combined primal graph ofM1 andM2 is
bounded by a constant.

Proof. Proof follows from Bansal et al. [1] and Proposition 3.

5 Experiments

5.1 Setup

We compared the performance of Algorithm ANYTIME-CMPE with SCIP [14], a state-of-the-art open
source mixed integer linear programming (MILP) solver.3 We evaluated the impact of increasing k
and time on the performance of ANYTIME-CMPE. We experimented with the following five values of
k: {1, 3, 5, 7, 9}. For each k, we ran our algorithm on each probabilistic network for 1200 seconds.
SCIP was also run for 1200 seconds on each network.

Implementation Details. We used restart-based local search to perform search over the value as-
signments to S. Specifically, our implementation makes locally optimal moves if it improves the
evaluation score. Otherwise, the local search is stuck in local maxima and we make a random move.
We implemented the greedy MCKP algorithm of [15] to solve Ps. We improve the greedy solution
further by performing local search over Ps until a local maxima is reached. We used the max-degree
heuristic outlined in section 4.2 to select a minimal k-separator.

Benchmarks and Methodology. We experimented with the following benchmark graphical models,
available from the UAI 2010 and 2014 competitions [12, 17]: (1) Large Dynamic Bayesian Networks,
(2) Ising models and (3) Image Segmentation networks. For each benchmark network, we selected
ten q values as follows. We generated a million assignments uniformly at random and divided their
weights into 10 quantiles (deciles). Then, we selected a random weight from each of the 10 quantiles
as a value for q. We found that most CMPE problems generated this way were easy problems in
that the maximum value of the objective function (or close to it) was reached quickly by all of our
local search algorithms. Similar observations have been made in the literature on knapsack problems

3It is straight forward to encode CMPE as MILP (cf. [21]). We also experimented with Gurobi [18]. Its
performance was inferior to SCIP because of precision problems.
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Figure 2: Easy problems: Results on DBN_16 Markov network having 44 variables and 528 potentials.
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Figure 3: Easy problems: Results on Grids_11 Markov network having 100 variables and 300 potentials.
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Figure 4: Easy problems: Results on Grids_12 Markov network having 100 variables and 280 potentials.

[29]. Therefore, in order to generate hard CMPE problems, we made the following modifications: (1)
for each network, we kept the network structure the same but changed the parameters by sampling
each parameter from the range [0, 10000]; (2) we selected values of q that are close to the weight of
the (unconstrained) most probable assignment; and (3) we focused on multiple choice subset sum
problems, namely we choseM1 =M2. We use the quantity q − o, which we call error to measure
performance whenM1 =M2 where o is value of the objective function output by the competing
algorithms. Note that the maximum value of the objective function is bounded by q (since we are
solving hard subset sum type problems) and therefore smaller the error, better the algorithm. We used
the value of the objective function o as our performance measure for knapsack-type problems (since
M1 6=M2, the value of the objective function is not upper bounded by q). Thus for knapsack-type
problems, higher the value of the performance measure, better the algorithm.

5.2 Results on Subset-Sum Type Problems (M1 =M2)

We present results for two classes of problems: (1) relatively easy subset-sum type problems on
the original networks; and (2) hard subset-sum type problems on the modified networks (only the
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Figure 5: Easy problems: Results on Grids_14 Markov network having 100 variables and 300 potentials.
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Figure 6: Easy problems: Results on Segmentation_12 Markov network with 229 variables and 851 potentials.
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Figure 7: Easy problems: Results on Segmentation_14 Markov network with 226 variables and 845 potentials.
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Figure 8: Hard problems: Results on (a) Grids_17 Markov network with 400 variables and 1160 potentials, (b)
Segmentation_12 Markov network with 229 variables and 851 potentials, and (c) Segmentation_14 Markov
network with 226 variables and 845 potentials.
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Figure 9: Hard problems: Results on (a) Grids_12 Markov network with 100 variables and 200 potentials, (b)
Grids_13 Markov network with 100 variables and 300 potentials, and (c) Grids_14 Markov network with 100
variables and 300 potentials.
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Figure 10: Hard problems: Results on (a) Grids_16 Markov network with 400 variables and 1160 potentials, (b)
Grids_18 Markov network with 400 variables and 1160 potentials, and (c) Segmentation_15 Markov network
with 232 variables and 853 potentials.

parameters are modified as described above) with a value of q that is close to the unconstrained
maximum.

Fig. 2-7 show the results for easy problems. For each network, the first two plots (in sub-figures (a)
and (b)) show the impact of increasing time for two randomly chosen q values and the last plot (in
sub-figure (c)) shows the impact of increasing q for a given time bound. The results are averaged
over 10 runs. We observe that smaller values of k, specifically k = 3, 5 perform the best overall.
The performance of k = 1 is only slightly inferior to k = 3, 5 on average while the performance
of k = 7, 9 is 1-2 orders of magnitude inferior to k = 3, 5. We also observe that the performance
of higher values of k improves with time while the performance of smaller values of k does not
significantly improve with time. SCIP is substantially worse than our proposed algorithms.

Fig. 8-10 show the results for hard problems for different (network, q) pairs. To avoid clutter, we have
excluded SCIP (since its performance is much worse than our algorithm). We observe that higher
values of k, specifically k = 7, 9 perform the best overall. k = 1 is the worst performing scheme. As
before, we see that the performance of higher values of k improves with time while the performance
of smaller values of k does not significantly improve with time.

The discrepancy between the results for easy and hard problems can be “explained away” using
the following intuitive arguments. As k increases the number of nodes explored goes down which
negatively impacts the performance (because the complexity of constructing the MCKP sub-problem
is exponential in k). However, assuming that the MCKP solution obtained using greedy MCKP
algorithms is close to optimal, as k increases, we have access to a high quality solution to an
exponentially increasing sub-problem. This positively impacts the performance. In other words, k
helps us explore the classic “exploration versus exploitation” trade off. When k is small, the algorithm
focuses on exploration while when k is large, the algorithm spends more time on each state, exploiting
good performing schemes having high computational complexity. Exploration is more beneficial on
easy problems since there are many close to optimal solutions. On the other hand, for hard problems,
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Figure 11: Knapsack-type problems: Results on (a) DBN_11 Markov network with 40 variables and 440
potentials, (b) DBN_15 Markov network with 42 variables and 483 potentials, and (c) DBN_16 Markov network
with 44 variables and 528 potentials.
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Figure 12: Knapsack-type problems: Results on DBN_12 Markov network with 42 variables and 483 potentials.
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Figure 13: Knapsack-type problems: (a), (b): Results on DBN_13 Markov network with 44 variables and 528
potentials, and (c) Results on Grids_11 Markov network with 100 variables and 300 potentials.

exploitation is more beneficial because there are very few close to optimal solutions and it is easy to
miss them or spend exponential time exploring them.

5.3 Results on Knapsack Type Problems (M1 6=M2)

To demonstrate the performance of Algorithm ANYTIME-CMPE on MCKP-type problems, (where
M1 6= M2) we designed and performed another set of experiments. To generate MCKP-type
problems, we made a copy of each benchmark network and randomly perturbed each parameter by
±ε where ε is sampled uniformly at random from (0, 1]; we used the same network structure as the
original one. We used the same approach as the one used in subset-sum problems for generating
values of q. As mentioned earlier, we used the value of the objective function output by the competing
algorithms as our performance measure; higher the value better the algorithm.

We used the same setup as subset-sum problems: k ∈ {1, 3, 5, 7, 9} and for each k, we ran our
algorithm on each pair of network and q for 1200 seconds. Also, we used SCIP as a baseline and
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compared the output of ANYTIME-CMPE with it. We evaluated the impact of increasing k value and
the running time on the performance of our algorithm.

Fig. 11-13 show the results of our experiments for knapsack-type problems. Each figure plots the
value of the objective function as a function of time and shows the impact of increasing k and time
for a given q values. Each figure also shows the impact of increasing time on the performance of
SCIP. The plots are averaged over 10 runs.

Similar to easy subset-sum type problems, we observe that the difference between the values of
objective function computed by various algorithms is small (notice the range on the Y-axis of the
figures, it varies between 0.1 − 0.3 for most plots). Our experiments show that in problems with
relatively large objective values, different k values perform the same and SCIP is far worse than our
algorithm. On the other hand, in problems with relatively small objective values, where potential
values are more close to each other, large values of k (e.g., k = 7) are superior to SCIP and small
values of k.

6 Conclusion and Future Work

In this paper, we presented a novel approach for solving the constrained most probable explanation
(CMPE) problem in probabilistic graphical models. This problem is strongly NP-hard in general. We
showed that developing advanced solvers for this problem is important because several explanation
and estimation tasks can be reduced to it. The key idea in our approach is to condition on a subset of
variables such that the remaining sub-problem can be encoded as a multiple choice knapsack (subset
sum) problem, a weakly NP-hard problem that admits several efficient approximation algorithms.
We showed that we can reason about the optimal subset of variables to condition on using a graph
concept called k-separator. This allowed us to define powerful heuristic approximations to CMPE
and analyze their computational complexity. Experiments on several benchmark networks showed
that our algorithm is superior to SCIP, a state-of-the-art open source MILP solver. Our experiments
also showed that when time is limited, higher values of k are beneficial for hard CMPE problems
while smaller values are beneficial for easy CMPE problems.

Future work includes: developing approximate dynamic programming algorithms; developing branch
and bound algorithms by leveraging the mixed networks framework [26] and AND/OR search
[9, 24, 25]; developing techniques for solving the constrained marginal most probable explanation
problem; extending our approach to solve the same decision probability task [6], etc.
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