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Abstract

We propose a deep video prediction model conditioned on a single image and an
action class. To generate future frames, we first detect keypoints of a moving object
and predict future motion as a sequence of keypoints. The input image is then
translated following the predicted keypoints sequence to compose future frames.
Detecting the keypoints is central to our algorithm, and our method is trained to
detect the keypoints of arbitrary objects in an unsupervised manner. Moreover,
the detected keypoints of the original videos are used as pseudo-labels to learn
the motion of objects. Experimental results show that our method is successfully
applied to various datasets without the cost of labeling keypoints in videos. The
detected keypoints are similar to human-annotated labels, and prediction results
are more realistic compared to the previous methods.

1 Introduction

Video prediction is a task of synthesizing future video frames from a single or few image(s), which
is challenging due to the uncertainty of the dynamic motions in scenes. Despite its difficulty, this
task has attracted great interests in machine learning, as predicting unknown future is fundamental to
understanding video data and the physical world.

Early works in video prediction adopted deterministic models that directly minimize the pixel distance
between the generated frames and ground-truth frames [1–4]. Srivastava et. al. [1] studied LSTM-
based model for video prediction and video reconstruction. Finn et. al. [2] generate the next frame by
pixel-wise transformation on the previous frame. Kalchbrenner et. al. [3] generate a future frame by
calculating the distribution of RGB values per pixel given prior frames. De Brabandere et. al. [4]
propose a model that generates dynamic convolutional filters for video and stereo prediction. These
deterministic models tend to produce blurry results, and also have a fundamental limitation in that
they have difficulty in generating videos for novel scenes that they have not seen before. To overcome
these issues, recent approaches take on generative methods based on generative adversarial networks
(GANs) [5] and variational auto-encoders (VAEs) [6], by using the adversarial loss of GANs and
the KL-divergence loss of VAEs as an additional training loss [7–10]. Babaeizadeh et. al. [7] extend
the work of Finn et. al. [2] by using the VAE as a backbone structure to generate various samples.
Mathieu et. al. [8] propose a GAN based model to handle blurry results induced by MSE loss. Lee
et. al. [9] introduced a model combining both GAN and VAE to generate sharp and various results.
Denton et. al. [10] aim to generate various results by learning the conditional distribution of latent
variables that drive the next frame with the VAE as a backbone structure.

Aforementioned works fall into a black-box approach in Fig. 1 (a), where videos are directly
synthesized through spatio-temporal networks. This type of approach achieved limited success on
few simple datasets which have low variance such as the Moving MNIST [1], KTH human actions
[11], and BAIR action-free robot pushing dataset [12].
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Figure 1: Different types of video prediction algorithms. (a) predicts video using spatio-temporal
models with a black-box approach. (b) utilizes human-annotated keypoints labels and uses it as a
guidance for future frames generation. (c) is our proposed method that internally generates keypoints
labels by training the keypoints detector in an unsupervised manner. It also guides future frames with
the keypoints sequence.

As one can imagine, it is more difficult to generate videos than images as we need to represent
the temporal domain in addition to the spatial domain. To make the model to predict future with
the comprehension of this nature of videos, some works have attempted to train the model by
disentangling the spatial (contents) and the temporal (motion) characteristics of videos [13–16].
Tulyakov et. al. [13] proposed to generate videos with two random values, each representing the
contents and the motion feature of the video. The method of Villegas et. al. [14] predicts the next
frame with latent motion feature related to multiple previous difference images. To better decompose
two features, the works of [15, 16] impose adversarial loss on each feature. However, the results of
these works are similar to the deterministic methods in quality.

Meanwhile, recent image translation works have shown that using keypoints is a promising approach
[17–20]. In these works, keypoints are used as a guidance for the image translation leading to
qualitative improvements of the results. This approach was extended for the video prediction task by
[21–23], which fall into Fig. 1 (b). These methods generate future frames by translating a reference
image using the keypoints sequence as a guidance. The works in [21, 22] are prediction models
that utilize labels of human joint positions. Villegas et. al. [21] succeeded in generating long-term
future image sequence and improving visual quality of the results by applying a method called
visual-structure analogy making based on the work of Reed et. al. [24]. Cai et. al. [22] proposed an
integrated model that is capable of video generation, prediction and completion task by optimizing
latent variables in accordance with given constraints. Wang et. al. [23] employed the VAE network
to generate diverse samples and use a keypoints sequence for synthesizing a human face image
sequence. These works suggest that using keypoints is effective for the video prediction task. They
all produce high-quality results for natural scene datasets such as the Penn Action [25] and UCF-101
[26]. However, these works require frame-by-frame keypoints labeling, which limits the applicability
of the methods.

A way to deal with this problem is to employ a keypoints detector trained in an unsupervised manner.
Several models of this kind have recently been proposed [27–29]. The method of Thewlis et. al. [27]
learns to detect keypoints using a known transformation function between two images. Zhang
et. al. [28] proposed to find keypoints for image reconstruction and manipulation tasks. This model is
based on the VAE with the hourglass network [30], and imposes constraints on detected landmarks
to enhance the validity of the results. Jakab et. al. [29] proposed an unsupervised approach to find
keypoints of an object that serve as the guidance in image translation task. The work uses a simple
method called the heatmap bottleneck, showing the state-of-the-art keypoints detection performance
without imposing any regularization. This type of keypoints detector was also studied for a video
generation model that implants the motion of a source video to a static object of the target image by
Siarohin et. al. [31], showing successful results on various video datasets.

Building on ideas from previous works, we propose a deep video prediction model that includes a
keypoints detector trained in an unsupervised manner which is illustrated in Fig. 1 (c). Compared
with Fig. 1 (a) and (b), our model performs better on various datasets including the datasets without
the ground-truth keypoints labels, as our method learns the keypoints best suited for the video
synthesis without labels. Fig. 2 shows the overview of our method for predicting future frames at
the inference time. Our approach consists of 3 stages: keypoints detection, motion generation, and
keypoints-guided image translation. In our work, no labels except for the action class are demanded.
Given an input image and a target action class, our method first predicts the keypoints of the input
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