
A Learning & Inference Algorithm

We present the detailed algorithms for learning and decoding from Levenshtein Transformer as
follows. For simplicity, we always omit the source information x in conditional sequence generation
tasks such as machine translation which is handled by the cross-attention with an encoder on x.

The learning algorithm is shown in Algorithm 1. E is the environment and D is denoted as the
Levenshtein distance, and we can easily back-track the optimal insertion and deletion operations
through dynamic programming. We only show the the case with single batch-size for convenience.
We also present the inference algorithm in Algorithm 2. If the initial sequence y0 is empty (<s></s>),
the proposed model will skip the first deletion and do sequence generation. Otherwise, the model
starts with deletion operations and refine the input sequence.

Algorithm 1 Learning for Levenshtein Transformer

Initialize: Training set T , expert policy π∗, model policy πθ, random deletion policy πRND, α, β
repeat

Sample a training pair (y0,y∗) ∼ Y
if expert π∗ is a teacher model then

Set the teacher’s output as the target y∗ = yAR

end if
Sample u, v ∼ Uniform[0, 1]
if u < β then
yins = E(y0, d̃), where d̃ = argmindD(y∗, E

(
y0,d)

)
else
yins = E(y∗, d̃), where d̃ ∼ πRND(·|y∗)

end if
y′ins = E(yins,p

∗), where p∗, t∗ = argminp,tD(y∗, E (yins, {p, t}))
if v < α then
ydel = y0

else
ydel = E(y′ins, t̂), where t̂ = argmaxt

∑
yi∈y′ins,yi=<PLH> log π

tok
θ (ti|i,y′ins)

end if
Lins
θ = −

[∑
yi∈yins,p∗i∈p∗ log π

plh
θ (p∗i |i,yins) +

∑
yi∈y′ins,yi=<PLH>,t∗i∈t∗ log π

tok
θ (t∗i |i,y′ins)

]
Ldel
θ = −∑yi∈ydel,d∗i∈d∗ log π

del
θ (d∗i |i,ydel), where d∗ = argmindD(y∗, E (ydel,d))

θ = θ − λ · 5θ
[
Lins
θ + Ldel

θ

]
until Maximum training steps reached

B Dataset and Preprocessing Details

Table 4 and 5 list the statistics (# of sentences, vocabulary) for all the datasets used in this work. We
learn BPE vocabulary with 32, 000 joint operations for WMT En-De and Gigaword and 40, 000 joint
operations for WMT Ro-En. For WAT En-Ja, we adopt the official 16, 384 BPE vocabularies learned
separately on source and target side.

Table 4: Dataset statistics for sequence generation tasks (MT and TS).
Dataset Train Valid Test Vocabulary

Translation
WMT’16 Ro-En 608,319 1999 1999 34,983
WMT’14 En-De 4,500,966 3000 3003 37,009
WAT’17 En-Ja 2,000,000 1790 1812 17,952 / 17,801

Summarization English Gigaword 3,803,957 189,651 1951 30,004
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Algorithm 2 Decoding for Levenshtein Transformer

Initialize: Input y = y0, step t = 0, maximum step Tmax, model policy πθ.
repeat

if y = <s></s> then
Empty sequence, skip deletion: y′ = y

else
Delete tokens: y′ = E(y, d̂), where d̂ = argmaxd

∑
yi∈y log πdel

θ (di|i,y)
end if
if (t > 0) & (y′ = ỹ) then

Termination condition satisfied: direct loop
break

end if
Assign deleted output for back-up ỹ = y′

Insert placeholders: y′′ = E(y′, p̂), where p̂ = argmaxp
∑
yiyi+1∈y′ log π

plh
θ (pi|i,y′)

if y′′ = y′ = y then
Termination condition satisfied: nothing to delete, nothing to insert.
break

end if
if y′′ = y′ then

Nothing to insert, skip insertion: y = y′′

else
Replace placeholders: y = E(y′′, t̂), where t̂ = argmaxt

∑
yi∈y′′,yi=<PLH> log π

tok
θ (ti|i,y′′)

end if
Update steps: t = t + 1

until Reach the maximum length t = Tmax

return y

Table 5: Dataset statistics for sequence refinement tasks (APE).
Dataset MT-Train APE-Train Valid Test Vocabulary

Synthetic
WMT’16 Ro-En 300,000 308,319 1999 1999 34,983
WMT’14 En-De 2,250,000 2,250,967 3000 3003 37,009
WAT’17 En-Ja 1,000,000 1,000,000 1790 1812 17,952 / 17,801

Real WMT’17 APE
En-De 4,391,180 526,368 (fake)

+ 24,000 (real) 2000 2000 40,349

C Model and Training Details

C.1 Sequence Generation Tasks

Transformer models are used for autoregressive baselines as well as teacher models (for the expert
policy). By default, we set dmodel = 512, dhidden = 2048, nheads = 8, nlayers = 6, lrmax = 0.0005,
label-smooth = 0.1, warmup = 10000 and dropout = 0.3. Source and target side share embeddings
in all the training pairs except for WAT En-Ja where BPE vocabularies of both side are learned
separately and are almost non-overlapping.

Since the training objectives for Levenshtein Transformer contains randomness terms (Eq. (6) (7)),
we instead use BLEU (for MT) or ROUGE-2 (for TS) to select the best checkpoint by validation
scores. We do not average checkpoints in this work.

C.2 Sequence Refinement Tasks

For synthetic APE tasks, we keep the same training conditions for LevT as those for MT tasks (§C.1).
As described earlier in §4.2, we build the baseline Transformer by concatenating the source and MT
system’s output as the input sequence for the encoder. Specially, we restart the positional embeddings
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Table 6: The percentage of WMT En-De test sentence generation terminated at each iteration using
LevT(T) with a maximum iteration of 10.

Iterations 1 2 3 4 5 6 7 8 9 10 2.43

% 12.3 48.1 28.5 8.5 2.0 0.4 0.1 0 0 0.1 AVG

for the MT output, add an additional language embedding for each token of the input sequence to
show its language type. The detailed hyperpameters are the same as the standard Transformer.

As described in §4.2, we consider the following two different imperfect MT systems to provide the
refinement inputs. Firstly, we consider the traditional statistical phrase-based machine translation
system (PBMT). We follow the instruction to build the basic baseline model via moses9. As for the
NMT-based model, we use a single layer attention-based model composed by LSTM. We build this
model on fairseq-py10 with the default configuration.

For the real APE task, we follow the procedures introduced in Junczys-Dowmunt and Grundkiewicz
(2016). Synthetic corpus has two subsets: a 500K one and a 4M one. We over-sample real data by 10
times and merge it with the 500K synthetic data to train APE models. Besides, we also train a LevT
MT model on the bigger (4M) synthetic corpus where we only use the source and target pairs.

C.3 Implementation

Both the proposed Levenshtein Transformer and the baseline Transformer are implemented using
PyTorch11. The codes are released as part of the Fairseq-py 12.

C.4 Maximum Number of Iterations

We also presented in general how many sentences will be generated using the maximum iteration (for
instance 10). As shown in Table 6, surprisingly, most predictions are gotten in 1-4 iterations, and the
average number of iterations is 2.43. Only a tiny portion (∼ 0.1%) require the maximum number of
iterations demonstrating the efficiency of the proposed approach.

9http://www.statmt.org/moses/?n=Moses.Baseline
10https://github.com/pytorch/fairseq/blob/master/fairseq/models/lstm.py
11https://pytorch.org/
12https://github.com/pytorch/fairseq/tree/master/examples/nonautoregressive_

translation
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D More Decoding Examples

We present more examples from the proposed Levenshtein Transformer as follows.

̂7KH�̂WRR�̂KLJK�̂URWDWLRQ�̂VSHHG�̂SURGXFHV�
̂WKH�̂UHYHUVH�̂GHIRUPDWLRQ��

䄜୵͢ኞͮΡ̶΄ͣݻ敢᭛ଶ͢य़ͣͯͤΡ;�҅ᭋࢧ҅�ͭͭ̂͡

nothing to delete >>
@̶<@敢@>ͯͤ@>Ρ;@>ᭋ@>䄜୵@>͢ኞͮΡࢧ<@敢ࢧ<@̂<

(iteration 1)

(iteration 2)
@̶<@敢@>ͯͤ@>Ρ;@>ᭋ@>䄜୵@>͢ኞͮΡࢧ<@敢ࢧ<@̂<

@̶<@敢@>᭛ଶ͢@>ͯͤ@>Ρ;@>҅@>ᭋ@>䄜୵@>͢ኞͮΡࢧ<@̂<

insert >>

delete >>

insert >>

nothing to delete, nothing to insert >> [Terminate]

@̶<@敢@>᭛ଶ͢@>ͯͤ@>Ρ;@>҅@>ᭋ@>䄜୵@>͢ኞͮΡࢧ<@̂<

@̶<@敢@>᭛ଶ͢@>ṛ@>ͯͤ@>Ρ;@>҅@>ᭋ@>䄜୵@>͢ኞͮΡࢧ<@̂<
(iteration 3)

nothing to delete >>
insert >>

̂6RPH�̂SRVVLEOH�̂VWUXFWXUHV�̂DQG�̂FLUFXLWV�
̂ZHUH�̂SURSRVHG�̂DQG�̂YHULƉHG��

͚̂ͥͺ͡΄ݢᚆ΀䯤᭜;ࢧ᪠Ψ൉ໜͭ䭥戣ͭ͵̶

nothing to delete >>
@̶<@͵᪠@>Ψ൉ໜͭ@>҅@>䭥戣ͭࢧ<@᪠ࢧ<@ᚆ΀@>䯤᭜ݢ<@̂<

(iteration 1)

(iteration 2)
@̶<@͵᪠@>Ψ൉ໜͭ@>҅@>䭥戣ͭࢧ<@᪠ࢧ<@ᚆ΀@>䯤᭜ݢ<@̂<

>̂@>͚ͥͺ͡΄@>ݢᚆ΀@>䯤᭜;@>ࢧ᪠@>Ψ൉ໜͭ@>҅@>䭥戣ͭ͵@>̶@

insert >>

delete >>

insert >>

nothing to delete, nothing to insert >> [Terminate]

(a)

(b)

Figure 6: Translation examples for WAT’17 Small-NMT En-Ja with the Levenshtein Transformer.

SULPLL�RDPHQL�REVHUYD�DELD�GXSD�FDWHYD�PLQXWH�� WKH�ƉUVW�SHRSOH�QRWLFHG�DIWHU�D�IHZ�PLQXWHV��

WKH�ƉUVW�SHRSOH�VHH�VHH�D�IHZ�PLQXWHV�ODWHU��
(iteration 1)

(iteration 2)

insert >>

delete >>
insert >>

WKH�ƉUVW�SHRSOH�VHH�VHH�D�IHZ�PLQXWHV�ODWHU��

WKH�ƉUVW�SHRSOH�FDQ�VHH�RQO\�D�IHZ�PLQXWHV�ODWHU��

nothing to delete, nothing to insert >>

nothing to delete >>

FLQHPD�FLW\�FDXWD�	TXRW��PLFLOH�YRFL�PDUL�	TXRW� FLQHPD�FLW\�VHHNV�	TXRW��VPDOO�ELJ�YRLFHV�	TXRW�

insert >> FLQHPD�FLW\�VHHNV�	TXRW��VPDOO�YRLFHV�YRLFHV�	TXRW�
(iteration 1)

(iteration 2)
delete >>

insert >>

nothing to delete, nothing to insert >>

FLQHPD�FLW\�VHHNV�	TXRW��VPDOO�YRLFHV�YRLFHV�	TXRW�

FLQHPD�FLW\�VHHNV�	TXRW��WKH�VPDOO�ELJ�YRLFHV���	TXRW�

nothing to delete >>

YLHWLOH�ORU�DYHDX�VD�VH�GHV##�SDUWD�GHƉQLWLY�� WKHLU�OLYHV�ZRXOG�IRUHYHU�SDUW�ZD\V��

insert >> WKHLU�OLYHV�ZHUH�WR�WR�D�SHUPDQHQWO\�DSDUW��
(iteration 1)

(iteration 2)
delete >>

insert >> WKHLU�OLYHV�ZHUH�WR�EUHDN�DSDUW�SHUPDQHQWO\��

nothing to delete, nothing to insert >>

nothing to delete >>

WKHLU�OLYHV�ZHUH�WR�WR�D�SHUPDQHQWO\�DSDUW��

(a)

(b)

(c)

[Terminate]

[Terminate]

[Terminate]

Figure 7: Translation examples for WMT’16 Ro-En with the Levenshtein Transformer.
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2U�VHDUFK�IRU�SODQ##�HWV�VLPLODU�WR�WKH�(DUWK�
DQG�WKXV�SHUKDSV�GLVFRYHU�H[##�WU##�DWHU##�
UHVWUL##�DO�OLIH�"

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�6LH�GDPLW�YLHOOHLFKW�GDV�H[##�WU##�DWHU##�
UHV##�WU##�LVFKH�/HEHQ�"

(iteration 1)

(iteration 2)

nothing to delete, nothing to insert >> 

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�VR�YLHOOHLFKW�DX¢HU##�WU##�GLVFKH�/HEHQ�"

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�VR�YLHOOHLFKW�DX¢HU##�WU##�GLVFKH�/HEHQ�"

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�VR�YLHOOHLFKW�GDV�/HEHQ�"

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�VR�YLHOOHLFKW�GDV�HLJHQH�/HEHQ�"

insert >>

delete >>

insert >>

delete >>

insert >>

insert >>

(iteration 3)

(iteration 4)
nothing to delete >>

nothing to delete >>

2GHU�VXFKHQ�6LH�QDFK�3ODQHWHQ�§KQOLFK�GHU�(UGH�XQG�
HQWGHFNHQ�VR�YLHOOHLFKW�GDV�/HEHQ�"

[Terminate]

(a)

2GHU�VXFKHQ�6LH�3ODQHWHQ�3ODQHWHQ�3ODQHWHQ�(UGH�(UGH�
(UGH�(UGH�XQG�YLHOOHLFKW�([##�WU##�WU##�WU##�WU##�
LVFKH�HQWGHFNHQ�"

2GHU�VXFKHQ�6LH�3ODQHWHQ�3ODQHWHQ�3ODQHWHQ�(UGH�(UGH�
(UGH�(UGH�XQG�YLHOOHLFKW�([##�WU##�WU##�WU##�WU##�
LVFKH�HQWGHFNHQ�"

/RFDO�SXEOLF�WUDQVSRUW�ZLOO�DOVR�EHFRPH�PRUH�
H[SHQVLYH��

'HU�¹ƈHQWOLFKH�1DK##�YHUNHKU�ZHUGH�DXFK�WH##�XUHU��

$XFK�GHU�¹ƈHQWOLFKH�1DK##�YHUNHKU�ZHUGHQ�WH##�XUHU��
(iteration 1)

(iteration 2)

insert >>

delete >>

insert >>

nothing to delete, nothing to insert >>

nothing to delete >>

(b)

[Terminate]

$XFK�GHU�¹ƈHQWOLFKH�1DK##�YHUNHKU�ZHUGHQ�WH##�XUHU��

$XFK�GHU�¹ƈHQWOLFKH�1DK##�YHUNHKU�ZLUG�WH##�XUHU��

Figure 8: Translation examples for WMT’14 En-De with the Levenshtein Transformer.

VWUHQJWKHQHG�ERUGHU�SDWURO�KDV�OHG�WR�D����SHUFHQW�GURS�
LQ�DUUHVWV�RI�XQGRFXPHQWHG�PLJUDQWV�WKLV�\HDU�DW�WKH�
X�V��PH[LFR�IURQWLHU���LW�ZDV�UHSRUWHG�RQ�ZHGQHVGD\��

DUUHVWV�RI�ERU##�GHU�##�FURVV##�HUV�GURS

(iteration 1)

(iteration 2)

nothing to delete, nothing to insert >> 

ERUGHU�SDWURO�UHGXFHV�DUUHVWV�RI�PLJUDQWV�DW�X�V��PH[LFR�ERUGHU

insert >>

delete >>

insert >>

nothing to delete >>

[Terminate]

(a)

ERUGHU�SDWURO�OHDGV�DUUHVWV����PLJUDQWV�DW�X�V��PH[LFR�ERUGHU

ERUGHU�SDWURO�OHDGV�DUUHVWV����PLJUDQWV�DW�X�V��PH[LFR�ERUGHU

XV�ODZ\HU�HG�I##�DJDQ�VDLG�ZHGQHVGD\�KH�ZLOO�EULQJ�D�
PXOWL�PLOOLRQ�GROODU�ODZVXLW�LQ�WKH�XQLWHG�VWDWHV�DJDLQVW�WKH�
SROLVK�JRYHUQPHQW�XQOHVV�LW�WDNHV�FRQFUHWH�VWHSV�WR�UHSD\�D�
KXJH�GHEW�WR�KROGHUV�RI�ERQGV�LVVXHG�EHIRUH�ZRUOG�ZDU�LL��

XV�VWDU�ODZ\HU�HG�I##�DJDQ�WR�VXH�SRODQG�IRU�XQSDLG�ERQGV

(iteration 1)

(iteration 2)

nothing to delete, nothing to insert >> 

I##�DJDQ�WKUHDWHQV�WR�VXH�SRODQG�RYHU�GHEW�UHSD\PHQW

insert >>

delete >>

insert >>

nothing to delete >>

[Terminate]

(b)

I##�DJDQ�WR�PXOWL�PLOOLRQ�VXH�SRODQG�SRODQG�RYHU�GHEW�GHEW

I##�DJDQ�WR�PXOWL�PLOOLRQ�VXH�SRODQG�SRODQG�RYHU�GHEW�GHEW

Figure 9: Translation examples for English Gigaword with the Levenshtein Transformer.
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,Q�WKH�WDJ���LQVHUW�WKH�$FWLRQ6FULSW�FRGH�WR�
FUHDWH�WKH�EHKDYLRU��

)¿JHQ�6LH�LP�7DJ�GHQ�$FWLRQ6FULSW�##�&RGHV�HLQ���XP�
GDV�9HUKDOWHQ�]X�HUVWHOOHQ��

(iteration 1)

nothing to delete, nothing to insert >> 

insert >>

delete >>

[Terminate]

(a)

)¿JHQ�6LH�LP�7DJ�GHV�$FWLRQ6FULSW�##�&RGHV�HLQ���XP�GDV�
9HUKDOWHQ�]X�HUVWHOOHQ��

.OLFNHQ�6LH�LP��7DJ�GHV�$FWLRQ6FULSW�##�&RGHV�HLQI¿JHQ���
XP�GDV�9HUKDOWHQ�]X�HUVWHOOHQ��

,Q�WKH�WDJ���LQVHUW�WKH�$FWLRQ6FULSW�FRGH�WR�
FUHDWH�WKH�EHKDYLRU��

9HUZHQGHQ�6LH�GLH�6FKDOWƊ§FKH���%HDUEHLWHQ�����XP�HLQH�
QHXH�-DYD##�6FULSW##�$NWLRQ�]X�§QGHUQ�RGHU�]X�HUVWHOOHQ��

(iteration 1)

nothing to delete, nothing to insert >> 

insert >>

delete >>

[Terminate]

(b)

9HUZHQGHQ�6LH�GLH�6FKDOWƊ§FKH���%HDUEHLWHQ�����XP�HLQH�
QHXH�-DYD6FULSW�##�$NWLRQ�]X�§QGHUQ�RGHU�]X�HUVWHOOHQ��

9HUZHQGHQ�6LH�GLH�6FKDOWƊ§FKH���%HDUEHLWHQ�����XP�HLQH�
QHXH�-DYD6FULSW�$NWLRQ�]X�§QGHUQ�RGHU�HUVWHOOHQ��

7R�UHVL]H�WKH�FDQYDV���GUDJ�WKH�IUDPH�FRUQHUV��
8P�GLH�*U¹¢H�GHU�/HLQZDQG�]X�YHU§QGHUQ���]LHKHQ�6LH�GLH�
5DKPHQ##�H##�FNHQ��

(iteration 1)

nothing to delete, nothing to insert >> 

insert >>

delete >>

[Terminate]

(c)

8P�GLH�*U¹¢H�GHU�/HLQZDQG�]X�§QGHUQ���]LHKHQ�6LH�GLH�
5DKPHQ##�H##�FNHQ��

8P�GLH�*U¹¢H�GHU�/HLQZDQG���]LHKHQ�6LH�GHQ�5DKPHQ��

Figure 10: Post-editing examples for WMT’17-APE En-De with the Levenshtein Transformer.

DGPLQLVWUDWLD�W##�Y##�U�D�IDFXW�FRQVWDQW�HIRUWXUL�SHQWUX�
GLPLQXDUHD�FKHOWXLHOLORU�FX�SHUVRQDOXO�VL�SURGXFWLD�WY��

the administration of t@@ v@@ r has made constant efforts to 
reduce personnel and tv production expenses .

(iteration 1)

nothing to delete, nothing to insert >> 

insert >>

nothing to delete >>

[Terminate]

the t@@ v@@ r administration has constantly constantly efforts to 
cut spending on personnel and tv production .

(iteration 1)

nothing to delete, nothing to insert >> 

insert >>

delete >>

[Terminate]

the t@@ v@@ r made constant efforts to reduce expenditure on 
staff and tv production .

MT

the t@@ v@@ r administration has constantly constantly efforts to 
cut spending on personnel and tv production .
the t@@ v@@ r administration has constantly made efforts to cut 
spending on personnel and tv production .

delete >>

insert >>

APE (zero-shot on PBMT)

the t@@ v@@ r administration administration has making constant 
efforts to reduce expenditure on staff and tv production .

the t@@ v@@ r administration administration has making constant 
efforts to reduce expenditure on staff and tv production .
the t@@ v@@ r administration has made constant efforts to 
reduce expenditure on staff and tv production .

insert >>

delete >>

(iteration 2)

(iteration 2)

Figure 11: An example for machine translation and zero-shot post-editing over a PBMT system’s
output on WMT’16 Ro-En with the Levenshtein Transformer (LevT) trained for MT. It is clear to find
that, the pre-trained LevT can directly adapt to the PBMT’s output and have a different refinement
results compared to translate from scratch.
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