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In this section, we provide the details regarding the hypothesis tests that we used for testing the
following two null hypotheses:

,J\S (2)
Bl =Bl and

As in [6], we used hypothesis tests based on the F-test for testing for invariance between regression
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coefficients and residual variances. For testing wils ﬁzlﬂ g = 6 fls We used the test statistic
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where 6 s is the empirical estimate of 6 ils obtained by ordinary least squares, (& 5(k)

JlM
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unbiased estimator of the regression re31dua1 variance ( E‘ ]3/1) , Zgw) u 1s the sample covariance

)? is an

matrix of the random vector X (Mk) with M = {i} U S, and i) denotes the index in M corresponding
to the element 4. In [11][Section 3.6], the author shows that under the null hypothesis the asymptotic
distribution of 7" can be approximated by the F-distribution F'(1,71 + ny — 2|S| — 2). The basic

explanation is that, for M := S U {i}, let 65\5) be the best linear predictor when regressing X J(k) onto

X](\l/;), i.e., our estimator is X;k) =( J(J;))TXJ(V’;) + €;k). Let 3 be the vector
— |5
6 s (2) 9
M
and let C € R?M| have C;,, = 1 and C\M|+iy, = —1 and all other entries as zero. Then the

null hypothesis HO’] 'S can be written as: CTpB = 0. It follows from Proposition 3.5 of [I1], on

the asymptotic distribution of the Wald statistic, that T converges in distribution to x2(1), i.e., a
x2-distribution with 1 degree of freedom.

However, the F-distribution F'(1,n; 4+ ny — 2|S| — 2) is a better approximation for the distribution
of T, as outlined in Section 3.6 of [11]. A brief justification is in order. First, we know that the
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convergence is the same: for an F-distribution F'(1,d), as d — oo, we have F'(1,d) 4 X2(1).
Additionally, F/(1,d) and T both have a fatter tail than x2(1). Together, these facts suggest the
choice of a F-distribution F'(1, d) with d — oo as ny, ne — oo. For the second parameter d, we used
d = ny +ng — 2|S| — 2, the total degrees of freedom of the unbiased estimators of the two regression

~ : T -(2)
residual variances, i.e., (6;,,)% and (6}3,)*.

Similarly, for testing Hg ‘S, we used the test statistic
P (22705 (2)2
F .= (O'j|s) /(Uj\s) .

Under the null hypothesis, F'is a ratio of two X 2-distributed random variables and hence F follows
an F-distribution, namely F'(n; — |S] — 1,no — |S| — 1).

B Comparison to related work on invariant causal structure learning

The complimentary problem to learning the difference of two DAG models is the problem of inferring
the causal structure that is invariant across different environments. Algorithms for this problem
have been developed in recent literature [6} 16, [20]. Since the hypothesis testing framework in [6]
is similar to our approach, we here provide an example to explain the differences between the two
approaches and in particular to show that a new approach is needed in order to obtain a consistent
method for learning the difference DAG.

Recall that when we have access to data from a pair of DAGs, the algorithms in [6] make use of the
following two sets that are estimated from the data. The first is the regression invariance set:

Ri={(.5): 8°() = B ()},

where 6(Sk) (j) corresponds to the best linear predictor when regressing X J(k) onto X ék). The second
is I, the set of variables whose internal noise variances have been changed across the two DAGs:

1= {598 C I\ GHEE = (88 6N x) 2B - (80 ()X )2}

The output of the algorithms in [6] is fully determined by the invariant elements given in R and I. In
particular, Algorithm 1 in [6] estimates the invariant causal structure by considering all elements in R
and I, while Algorithm 2 in [6] is a more efficient constraint-based algorithm that considers only a
subset of the elements in R.
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Figure B.1: (a) - (b): Example of two DAG pairs where the corresponding D-DAGs are different
but the application of algorithms 1 and 2 from [6] would result in the same sets R and I. The red
edges correspond to the edges that have different edge weights across the two DAGs, the black
edges correspond to the edges that have the same edge weights across the two DAGs. The red nodes
correspond to the nodes that have different internal noise variances across the two DAGs and the
black nodes correspond to the nodes that have unchanged internal noise variances. (c): D-DAGs
output by the DCI algorithm when data is generated from (a) and (b), respectively.
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Example B.1. Figure[B.1|shows two cases where the underlying D-DAGs are different but in both
cases [I6|] would produce the same sets R and I that are used to assign edge orientations. In (a)
we consider two fully connected linear SEMs (BM) €M) and (B®), €(?)) where the edge weights
of all edges change across the two DAGs. The variances of the internal noise terms for nodes 1
and 3 change while the variance of the internal noise term of node 2 stays the same. In (b) we

instead consider two fully connected linear SEMs (B, ¢V)) and (B, ¢?)) where Bg) # Bg)

and B%) # Bé?. Moreover, the variances of the internal noise terms of nodes 1 and 3 change across
k = {1,2} while the variance of node 2 stays the same. It can be easily shown that in both cases
R =0 and I = {1,3}. Since both (a) and (b) correspond to exactly the same R and I, by simply
using the output from [I6|], we cannot distinguish whether the data is generated from the pair of DAGs
given in (a) or the pair of DAGs given in (b). In fact, since for these examples R is empty, [|6]] will not
uncover any edge orientations consistent with the underlying DAGs GV or G2). On the other hand,
our algorithm is able to distinguish these two cases as well as discover the edge orientations of the
underlying D-DAGs, as shown in Figure[B.1|(c).

C Theoretical analysis

C.1 Preliminaries: Schur complement

In this section, we describe how to use Schur complements to express 51(]3 g and (a](.ﬁ%)z as rational

functions in the variables (B,(Jk ))(i,j)e A and (oﬁk))je[p]. This will be used for the proofs of

Theorems .3 and 4] in the following sections.

For a subset of nodes M C [p], let Xj; denote the random vector spanned by the random variables
X, forall: € M. Let ~M denote the complement of M with respect to the full set of nodes, i.e.,
=M := [p] \ M. The inverse covariance matrix of the random vector Xy, i.e., (Xa7,07) !, can be
obtained from © by taking the Schur complement:

On = Eara)t
= O — Onr - (O-nr-nr) 1O ns -

Note that here © ; does not represent the submatrix of © with set of row and column indices in M,
i.e., © 7, but rather the Schur complement. For any two indices i,j € M, let iy, jp € [|M]]
denote the row/column indices of matrix © ; associated to i and j, then the (ips, jas)-th entry of
matrix ©,; can be written as:

(On)irrjns = Oij — Q4= (O-ns~ar) ' Oy

In [4] [10L [19] the authors also give a combinatorial characterization of the Schur complement.
Following their characterization, the value of (©xz);,,j,, is determined by the parameters of the

d-connecting paths from node i to j given M \ {¢, j}. In this case, the entry (@%’}))i win Would be
invariant for k = {1, 2} if the parameters along the d-connecting paths are all the same. Finally, by

applying the result of [17], Bf’;)‘ g and (aj(f;
eky. .

=~ Ol s a1=50.5)

' (@M )ijM (S.1)

-1
k k .
(O-J(’\g)Q = ((GS\J))ijM) where M = SU{j}.

)2 can be written as:

Combining Eq. (S.I)) with the formula for the Schur complement, one can easily see that Bl(lj)‘ g and

(or](.@)2 can be expressed as rational functions in the variables (ijk ))(i, j)ea and (aj(-k)) el

C.2 Proof of Theorem

In this Section we provide the consistency proofs of Theorem {f.3|when Algorithm [2]is initialized in
the difference-UG. The proof of Theorem #.3| when Algorithm [2[is initialized in the complete graph
follows easily from the proofs in this section. To complete the proof, one also needs the following
assumption:



Assumption C.1 (Difference-precision-matrix-faithfulness assumption). For any choices of i, j € [p),
it holds that
1. IfBi(;) #* Bi(;), then 6(1) # 65]2), and for any { with directed path i — j < { in either
GWorg®, ¢ e Se.

2. Ifaj(»l) + o\?), then @2-) # 02 and Vie PaV(j) uPa®(j),i € Se.

7137

Note that Assumption[C.I]is not a necessary assumption for the consistency of Algorithm 2] since one
can simply take Ag as the fully connected graph on p nodes and Sg = [p] as input. The same holds
for the proof of Theorem[.4] The strength of Assumption [C.I]is further analyzed in Remark [C.5]

To prove Theorem[d.3] we need to make use of the following two lemmas:
Lemma C.2. Given O and 6, zf@)(1 = 92] , then (©')i1 50 = (02,50, for M =
S@ U {Zvj}

Proof. By Schur complement, we have that (@E\IZ))W]-M = @Z(-f) - @E’@M(@(j&[ﬁM) 1@(:618/[] By
the definition of Sg, @%?ﬁM = @ ; and @ MM = @(3124,ﬁM~ O

Lemma C.3. Given two linear SEMs (B(l), e and (B®, €?)) and denoting the precision preci-
sion matrix of the random vector X fkj) by ©*), then under Assumption we have Sg« C Se.

Proof. Since B¥) is strictly upper triangular, the marginal distribution of the random vector X; (k)

follows a new SEM,

k k k
X8 = (B8, XL + 4,
where B§ ]) 1; 1s the submatrix of B®¥) with the first j rows and j columns, and 6(1 J) is the random

vector with the first j random variables of €(*). It can then be shown that the (i, £)-th entry of the new
precision matrix ©* is given by:

E<m<]

It is then a short exercise to show that 6*(1) # 9:.}(2) only if at least one of the following two
statements hold:

B(1 #+ B 50 ) or 0(1) #+ 0(2);

2. There exists at least one of Z <m < jwithi - m <« £in either G M) or @ such that
BY ;«réBQ)orB(1 #B or o 1)#02)

m

By applying Assumption we have that @;}(1) # @;}(2) =1i,0 € Se.

The diagonal entries of the precision matrix are given by:

@*(k) + Z (k)

i<m<j
Clearly, @;(1) # @;(2) only if at least one of the following statements hold:
0(1) # 0(2);

2. B(l) # B(2 or am #* am for at least one of the descendents of 7 in either G(1) or G(2)

m

w1thz<m§]

By applying Assumption we have that @;ki(l) #* @;(2) =1 € Se. O



Lemma C.4. Given two linear SEMs (B, eM) and (B?),e®), then under Assumption
(1) B(2 if and only if

35 C S0\ (i} st Bijls = Bi)s or Bills = Blls

gy qi s . (1) (2)
Proof. We show the “if”” direction by proving the contrapositive, i.e. if B;;* # B; ", then

VS C Se \ {i.5} Bij)s # Bio)s and )5 # Bi7)s- (5.2)
This follows directly from Assumption {.1]

Now, we prove the “only if” direction, i.e., if B(l) Bff ),then

35 C Se \ {4,j} st. ﬂi(lj)ls - 5u|s or 5 zlS ﬂj(z)ls

We divide the proof into two cases: a}l) = a( ) ;and o, (1) #+ a

Case 1 0(1) o
J

Consider the precision matrix ©*(*) of the random vector X {k]) In this case, we prove that choosing

the conditioning set S = S~ \ {i,j} implies regression invariance. This is a valid choice for S,
since it is a subset of Se \ {4, j} by Lemma|C.3]

We will first show that 9*(1) @:(2) and @;3(1) = @;j(_z)‘ According to the new SEM of the marginal

distribution of the random vector X (k)

1. 1€,

k k k
Xl(:j) = (ng)lj)TX( )+€§J)7

it is easy to conclude that node j no longer has any descendants in the marginal SEM. We therefore
have that (k) (k) (k) (k) (k)
0, = f(crj ) B;;’ and ©);" = (aj )

Since Bf;) = B( ) and a(l) (-2), then

oM =0 aa o=, (S.3)

ij ij Ji Ji
By choosing M := S'U {4, 7} and denoting M* := [j] \ M, recall that the entries of 95\? can be
written as

(O3 Jincin = 05" = O30 (O 1) 1LY
Now by invoking Lemma and Eq. (S33), we obtain that (@S&}),M]M = (Gﬁ))ikfj]u and
<@3?>MM = (62),.,. Finally, using Eq. (&), we obiain B =82

Case 2 a 75 0(2

In this case, we prove that regressing on all of the parents of j in both DAGs, i.e., choosing the
conditioning set as S = Pa)(j) U Pa®(j) \ {i}, implies regression invariance. This is a valid
choice for S, i.e. S C Se \ {4, 5}, since Assumption ensures that if ajl) #+ O'jQ) then ¢ € Sg for
all £ € Pal® (j).

Let M := S U{i}. By regressing X; *) onto X z(v];)’ we get the regression coefficient as

X = (WYX 4 &0,

Let ( (k )) ¢,, denote the ¢,/-th entry of 3 M) By the Markov property, when regressmg X; *) onto
X(k) where Pal®) (j) € M C [j — 1], it s guaranteed that ( (k))gM = B Vife e Pa(k)( ) and

( 1(5)) ¢y, = 0 otherwise. Therefore, we have that BZ s = = (k)) = Bz(jk), which completes the

proof. O



We now show how the proof of Theorem [4.3|follows from this lemma.

Proof. By applying Assumption m we have that A C Ag. Then the proof of Theorem 4.3} -follows
trivially from Lemma@ since Lemma [C.4] shows that an edge i — j is deleted during testing the
invariance of regression coefficients if and only if i — j ¢ A. O

We end this section with a remark about the strength of Assumption|[C.1]

Remark C.5 (Strength of Assumption[C.1). 7o analyze the strength of Assumption consider
instead the following stronger assumption:

Assumption C.1’ For any choices of i, j € [p], it holds that

then 9(1) #* 02, and 0, 1) #* @E,?)for any ¢ with directed path i — j </

Z]’

1. IfB #Bw ,
in eltherg M org®@,

2. If oV £ 0%, then 0 £ 02, ana 0 # 07 v i e PaW(j) UPa®(j).

ii’
Assumption C.1" is a strictly stronger assumption than Assumption [C_1} i.e., Assumption [C.1] is
satisfied whenever Assumption C.1’ is satisfied. We expect Assumption C.1’ to be much weaker
than Assumptions @_1| and #-2] in the finite sample regime, and therefore the same also holds for
Assumpttonl?_?l This is because the number of hypersurfaces violating Assumption C.1’ scales at
most as O(p*), which is a much smaller number as compared to Assumptions 4. and that scale

as O(|A@|2‘SO| h. O

C.3 Proof of Theorem 4.4

In this section, we provide a proof of Theorem [4.4) when Algorithm [3]is initialized in the difference-
UG.

Lemma C.6. For all nodes j incident to at least one edge in A, 051) = 0](»2) if and only if
38 C S\ {ij} st ohk =0l

Proof. Proving the “if” direction is equivalent to showing that, if 0'](-1) #* 0’§2), then

VS C Se\{j}, UJ‘S#UJ‘S (S.4)
This follows directly from Assumption f.2]

k)

To prove the “only if”” direction, consider again the marginal distribution of X 1(: ; (1) (2)

. Since ey a7,

we have that @%D = 927](-2). Let M := Se« U {j} and let S := M \ {j}, since (JJ(|~;) =

k - 1 2 . 2
((@S\/[))ijM) " and (QEM))ijM = (QEM))ijM by using Lemma we have that O’](‘;. - Uj(\;
O

Lemma C.7. Vi — j € A such that 0](-1) = a](-Q) it holds that,

1. ifi— j €A theni € S forall S s.t. a(‘lL)q = UJ(L)S'

2. ifj— i€ A theni & S forall S s.t. O']‘;_O'J(i;.

2)

Proof. We prove both statements by contradiction. For B 75 BZ 7

18 15 while ¢ ¢ S. This contradicts Assumptlon

suppose there exists a S such
that o1, = %)

Similarly, in the second statement for B! i ;é B3(1)7 suppose there exists .S such that Uﬁgu W=

Uﬁ;u e This also contradicts Assumption O

We now show how the proof of Theorem [.4] follows from this lemma.
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Figure D.1: Example of two linear SEMs that satisfy Assumpitons and[4.2]but do not satisfy the
faithfulness assumption. The autoregressive matrices B(") and B(?) are shown as edge weights in
g (1) and g<2>. We assume that all noise terms are standard normal random variables.

Proof. By Lemma , there exists .S such that 05,‘1; = aﬁ% if and only if a](-l) = 05-2). Therefore, all

the nodes where the internal noise variance is unchanged will be chosen by Algorithm 3] In addition,
it also follows from Lemma|C.7|that for any i — j € A, 7 € Sand forany j — i € A, ¢ S. This

proves that for any node ¢ where ng) is invariant, all edges adjacent to ¢ are oriented and that all
edges oriented before the last step of Algorithm [3|are correctly oriented.

It remains to show that all edges oriented in the last step of Algorithm [3|are correct. This easily follows
from the acyclicity property of the underlying graphs and from the fact that all edge orientations
before the last step are correct. O

D Examples for Remark

Since our assumptions are closely related to the faithfulness assumption, it is interesting to compare the
entailment relationship between our assumptions, i.e., Assumptions f.Tand[d.2] and the faithfulness
assumption. In this section, we give the following two counterexamples to show that our assumptions
and the faithfulness assumption do not imply one another.

Example D.1. We give a 3-node example that satisfies Assumptions H 4.1 and {4.2] but does not
satisfy the faithfulness assumption. Consider two linear SEMs (B, ) and (B®,e?)) with
gk) ~ N(0,1)V 4,k and where BW and B®) are the autoregressive matrices defined as shown
in Figure Clearly, PV does not satisfy the faithfulness assumption with respect to G since
nodes 1 and 3 are d-connected given (), but X(l) JL X(l) However it is a short exercise to show

1

thatfor all chotces of S, i.e. ) and {2}, we have 61 s F 61 318 63 s # Bis, élg + ‘73|s and

1| SU (3} #* 01‘ su{s}) Therefore, this example satisfies AssumptionsH.1l|and|4.2

Example D.2. We give a 3-node example that satisfies the faithfulness assumption but does not satisfy
Assumption .1} Consider two linear SEMs where all ejk) are standard normal random variables

and B and B® are deﬁned as shown in Flgure. Although B ;é B13 , by choosing S = ),

we still have that ,Bilg‘s [31 3|5 = = 0.5. Therefore, although both SEMs satisfy the faithfulness
assumption, the pair does not satisfy Assumption

Next, we give an example explaining the hypersurfaces that correspond to the set of parameters
violating our assumptions versus the faithfulness assumption. This example shows that the number
of hypersurfaces corresponding to violations of the faithfulness assumption is much higher than the
number of hypersurfaces corresponding to violations of our assumptions, which implies that the
faithfulness assumption is more restrictive in the finite sample regime.

g Gg®

10.52 10.52

O.No.s NO.S

Figure D.2: Example of two linear SEMs that satisfy the faithfulness assumption but do not satisfy
Assumption The autoregressive matrices B(") and B(®) are shown as edge weights in (") and
g (2), We assume that all noise terms are standard normal random variables.
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Figure D.3: Example of two fully connected linear SEMs. The red edges correspond to the edges that
have different edge weights across the two DAGs, the black edges correspond to the edges that have
the same edge weights across the two DAGs. The variances of internal noise terms remain the same
for both DAGs.

Example D.3. We give a 3-node example to provide intuition for why the number of hypersurfaces
violating the faithfulness assumption is usually much higher than the number of hypersurfaces
violating our assumptions. Consider the two fully connected linear SEMs (BM) eV and (B, ¢?)

shown in Figure In this example, B(l) #+ Bg) while the noise variances and all other edge
weights are not changed across the two DAGS

If we think of each parameter Bi(]?) or o™ not as a parameter but rather as an indeterminate, the set
of parameters that violate the faithfulness assumption and our assumptions correspond to a system
of polynomial equations in the following 7 indeterminates: (Bg), Bg), Bi3, Bos, 01,02, 03). Note

that here we use a single indeterminate B3 to encode both the parameters B%) and Bg) since they
have the same value. The set of parameters that violate the faithfulness assumption are given by the
following 11 polynomial equations and hence correspond to a collection of 11 hypersurfaces:

cov(XV, xMy: BYo? =0,
cov(Xl(l),X?(,l)) . Byzod + Bg)nga% =0,
cov(X{V, XMy 0 (B)2Byso? + BYY Byso? + Byso? =0,
Biy3Basoios — Bg)‘ﬁas
 (Bis + B Byy)202 1+ B202 + 02

cov(xM, x| x{My —0,

cov(x{", X5V | x5V) : ﬁ# =0,

(Byy)?0f + 03

Bys3o2 =0,

B{Yo? =0,

Bi302 4+ B\Y Byso? =0,

(B\)2By302 + B2 By30? + Byso? =0,

cov( X, x| x)
cov(X; (2 X(2 )
cov(X(Q) X(Q)) :
cov(XQQ) X:gz )
Bi3Basoto} — Bfy olo?

(Bis + 352)323)201 + B3305 + 03

cov(X{?, X{V | X§) -

:0,

2 2 2 Bisoios
cov (X, X7 | XgP) s —m 2 — =0
(B1y')%0f + 03

T

Figure D.4: Parameter values corresponding to unfaithful distributions in Example [D.3} the first
three figures are the hypersurfaces corresponding to cov(X7, X3) = 0, cov(X7, X2 | X3) = 0 and
cov(X1, X3) = 0 respectively when setting o; = 1 for visualization in 3d; the last figure shows the
hypersurfaces of the first 6 polynomials with o; = 1. Figure adopted from [19] Figure 2])




To get a better sense of how the hypersurfaces of these polynomials are distributed in the parameter
space, Figure|D.4|visualizes the first 6 hypersurfaces. This figure was directly adopted from Figure 2
of [19]. On the other hand, the polynomials of the parameters violating our assumptions are as
follows:

BV @ . gl _p® _g

1,2|0 1,2|0
1 2
B 6 . %2)01 _ B§2)O’% _
B0 TR (pM2g2 4 g2 (Bg))%l + 03
(930)° = (730)° + (B1)%0f = (Bi)?0F =0,
(1) (2) ) 1 1 _
(01112))” = (01 (p)° =0

(BD)2o,2 1072 (BD)205% 401

Clearly, the number of polynomials that violate Assumptions{.1|and[{.2|is much smaller as compared
to those of the faithfulness assumption. HAs a consequence our assumption is weaker than the
faithfulness assumption in the finite sample regime (where violations correspond to points that are
close to any of the hypersurfaces).

E Constraint-based method for estimating the difference-UG

In this section, we present a constraint-based method for estimating the difference-UG model in linear
SEMs with general additive noise, i.e., where the noise is not necessarily Gaussian. Our constraint-
based method is built on performing a hypothesis test on each (¢, j)-th entry and then finding the
(*)

’Ll’

set of (4, j)-th entries where © jl) # 0 ]2) The test for invariance of dlagonal entrles ie., ©,
equivalent to the hypothesis test HOHP N 4 discussed in Sectlon since ( i‘[p]\ {i}) = (G)Ef ))

For the non-diagonal entries, since the non-zero pattern of @Ef) is the same as the non-zero pattern of
the partial correlation coefficients, i.e., PE?\)[p]\ gy e first find the set of non-diagonal entries that

are different between ©(1) and ©() by doing partial correlation tests for each distribution and then
comparing the non-zero patterns. After that, for each entry (3, j) that is estimated to be non-zero in
both ©1) and O3, we use the test statistic:

O = (@%) _ @5;%))2_

A AL, (ADV2 A AR, (&@12\ !
<eii 0;;+(0;;7) +®ii 0;7+(0;;) )

ni n2

and test if it fits the F-distribution with parameters F(1,n; + ng — 2p + 2). If this is the case,
we conclude that this particular entry (4, j) is invariant between the two precision matrices. The

consistency guarantees of Hél PN} and partial correlation tests follow trivially from previous results.

For Q, it follows from Proposition 3 of [5] on the asymptotic normal distribution of the empirical

precision matrix O that if the null hypothesis is true, then Q converges in distribution to x2(1) as
ni, Ny — OQ.

F Additional high-dimensional evaluation

High-dimensional setting: 10% changes. We present the results of increasing the number of
changes between the two DAGs, and hence the size of Sg. We used the same simulation parameters
as for Figure 2| i.e. p = 100 nodes, a neighbourhood size of s = 10, and sample size n = 300,
except that the total number of changes was 10% of the number of edges in B(!), rather than 5%. As
shown in Figure [F.T] both initializations of the DCI algorithm still outperform separate estimation
by GES and the PC algorithm. However, because the underlying DAGs have maintained constant
sparsity while the difference-DAG has become more dense, the gains in performance by using the
DCI algorithm have slightly diminished, as expected by our theoretical analysis.
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Figure F.1: ROC curves for estimating the difference-DAG A and its skeleton A with p = 100 nodes,
expected neighbourhood size s = 10, n = 300 samples, and 10% percent change between DAGs.

G Real data analysis - ovarian cancer

We tested our method on an ovarian cancer data set [[18]]. This data set consists of the gene expression
data of patients with ovarian cancer. The patients are divided into six subtypes (C1-C6). The C1
subtype was characterized by differential expression of genes associated with stromal and immune
cell types and is associated with shorter survival rates. In this experiment, we divide the subjects
into two groups, group 1 with n; = 78 subjects containing patients with C1 subtype, and group
2 with ng = 113 subjects containing patients with C2-C6 subtypes. In this work, we focused on
two pathways from the KEGG database [9} [13]], the apoptosis pathway containing 87 genes, and the
TGF- pathway with 82 genes.

We compared our results to those obtained by the DPM method [21]], which infers the difference in
the undirected setting. As input to Algorithm 2] we took Sg to be all of the nodes in the output of the
DPM algorithm and took Ag to be the fully connected graph on Sg. We then learned the difference
DAG using Algorithm[3] The final set of edges over different tuning parameters was chosen using
stability selection as proposed in [13]] and is shown in Figure [G.I} This procedure identified two hub
nodes in the apoptosis pathway: BIRC3 and PRKAR2B. BIRC3 has been shown to be an inhibitor of
apoptosis [7]] and is one of the top disregulated genes in ovarian cancer [8]. This gene has also been
recovered by the DPM method as one of the hub nodes. While BIRC3 has high in-degree, hub gene
PRKARZ2B has high out-degree, making it a better candidate for possible interventions in ovarian
cancer since knocking out a gene with high out-degree will have widespread downstream effects on
the target genes. Indeed, PRKAR2B is a known important regulatory unit for cancer cell growth [2]
and the RII-3 protein encoded by PRKAR2B has already been studied as a therapeutic target for
cancer therapy [14, 3]]. In addition, PRKAR2B has also been shown to play an important role in

PRKAR2B @

(a) Apoptosis pathway (b) TGF-f pathway

Figure G.1: Estimate of the difference DAG between the two groups for the apoptosis and TGF-3
pathways. The black lines represent the edges discovered by both our method and DPM, the red lines
represent the edges discovered only by our method, and the grey lines represent the undirected edges
discovered only by DPM.
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(a) apoptosis, PC (b)TGF-4, GES (c) TGF-8, PC

Figure G.2: Estimate of the difference DAG between the two groups for the apoptosis and TGF-
pathways using the PC and GES algorithms.

disease progression in ovarian cancer cells [1]. Since the DPM method does not infer directionality, it
is not possible to tell which of the hub genes might be a better interventional target. This is remedied
by our method and its impact for identifying possible therapeutic targets in real data is showcased by
finding an already known drug target for cancer.

For the TGF-{ pathway, our analysis identified THBS2 and COMP as hub nodes. Both of these genes
have been implicated in resistance to chemotherapy in epithelial ovarian cancer [12], confirming the
importance of our findings. These nodes were also recovered by DPM.

Overall, the undirected graph discovered by DPM is similar to the DAG found by our method. The
disparity in the TGF-/3 pathway between the difference UG model Ag and the difference DAG model
A can be explained by the fact that the edge between COMP—BMP7 in Ag can be accounted for
by the two edges BMP7—ID1 and COMP—IDI1 in A. Though these edges might represent the true
regulatory pathways, the sparsity-inducing penalty in the DPM algorithm could remove them while
leaving the edge between COMP and BMP7. This disparity between the two algorithms highlights the
importance of replacing correlative reasoning with causal reasoning, and accentuates the significance
of our contribution.

We also applied the GES and PC algorithms on the ovarian cancer data set. We considered the set of
edges that appeared in one estimated skeleton but disappeared in the other as the estimated skeleton
of the D-DAG A. In determining orientations, we considered the arrows that were directed in one
estimated CP-DAG but disappeared in the other as the estimated set of directed arrows. Figure[G.2]
shows the results by applying the PC algorithm on the apoptosis and TGF-3 pathway and the results
by applying GES on the TGF-/ pathway. Here we omitted GES results on the apoptosis pathway
since GES algorithm did not discover any differences on the apoptosis pathway. Figure[G.2|shows

that PC and GES cannot discover any hub nodes.
CDRGDECDRCIECTY
G

(a) GES

Figure G.3: Estimate of the difference DAG between naive and activated T cells using the PC and
GES algorithms.
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H Real data analysis - T cell activation

We compare DCI with the GES and PC algorithms on the T cell activation data set. Figure[G.3|(a)
shows the results of applying GES to naive and activated data sets separately and calculating the
difference. Figure[G.3](b) shows the estimated results of applying PC to the T cell data set.
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