Appendix for On the Local Minima of the Empirical
Risk

A Efficient algorithm for optimizing the population risk

As we described in Section 4, in order to find a second-order stationary point of the population loss
F, we apply perturbed stochastic gradient on a smoothed version of the empirical loss f. Recall that
the smoothed function is defined as

fo(x) = Eof (x + 2).
In this section we will also consider a smoothed version of the population loss F, as follows:
FU(X) =E,F(x+ z).

This function is of course not accessible by the algorithm and we only use it in the proof of conver-
gence rates.

This section is organized as follows. In section A.1, we present and prove the key lemma on the

properties of the smoothed function f,(x). Next, in section A.2, we prove the properties of the
stochastic gradient g. Combining the lemmas in these two subsections, in section A.3 we prove
a main theorem about the guarantees of ZPSGD (Theorem 7). For clarity, we defer all technical
lemmas and their proofs to section A.4.

A.1 Properties of the Gaussian smoothing

In this section, we show the properties of smoothed function f,, (x). We first restate Lemma 13.

Lemma 1 (Property of smoothing). Assume that the function pair (F', f) satisfies Assumption A1,
and let f5(x) be as given in definition 11. Then, the following holds

1. fo(x)is O(£ + %y )-gradient Lipschitz and O(p + %5 )-Hessian Lipschitz.
2. |V fo(x) = VF(x)|| < O(pdo” + £) and ||V? fo(x) = V2 F(x)|| < O(pVdo + %).

Intuitively, the first property states that if the original function F' is gradient and Hessian Lipschitz,
the smoothed version of the perturbed function f is also gradient and Hessian Lipschitz (note that
this is of course not true for the perturbed function f); the second property shows that the gradient
and Hessian of f, is point-wise close to the gradient and Hessian of the original function F'. We will
prove the four points (1 and 2, gradient and Hessian) of the lemma one by one, in Sections A.1.1 to
A.14.

In the proof, we frequently require the following lemma (see e.g. Zhang et al. [2017]) that gives
alternative expressions for the gradient and Hessian of a smoothed function.

Lemma 2 (Gaussian smoothing identities [Zhang et al., 2017]). fa has gradient and Hessian:

- Z . zz| — 21
Vie(x) =B 5 f(x+2)], V/fo(x)= EZ[Tf(X +2)].
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Proof. Using the density function of a multivariate Gaussian, we may compute the gradient of the
smoothed function as follows:
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and similarly, we may compute the Hessian of the smoothed function:
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A.1.1 Gradient Lipschitz

We bound the gradient Lipschitz constant of f,, in the following lemma.
Lemma 3 (Gradient Lipschitz of f,). ||V2f,(x)|| < O(¢ + %).

Proof. For a twice-differentiable function, its gradient Lipshitz constant is also the upper bound on
the spectral norm of its Hessian.

IV2fo ()| = V2 Fo (%) + V2 fo (%) = V2 Fy (x)|
< IV2E, ()| + IV2fo (x) = V2F5 (x)|
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= [V [F(x+ o))l + B2 T2 (7~ F) G+ 2l
< E,IV2IFGx+ 2)]l + 5 [E-fas" (f - F)(x + )l + SIEI( ~ F)ec+ )|

<€+*IIE 22" (f = P)(x+2)l]| + — HE (I(f = F)(x+ 2)|T]
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The last inequality follows from Lemma 9. O
A.1.2 Hessian Lipschitz
We bound the Hessian Lipschitz constant of f, in the following lemma.
Lemma 4 (Hessian Lipschitz of f,). |[V2f,(x) — V2, (y)| < O(p + %)|Ix — y||
Proof. By triangle inequality:
IV2 o (%) — V2fa(y)||
=[1V2fo (x) = V2 Ey (x) = V2fo(y) + V2 Fo(y) + V2, (x) = V2 Es(y)|
<[IV2fo () = V2E, (x) = (V2 foy) = V2E, ()| + [IV2E5 (x) — V2E, (y)l]
SO(%)IIX =yl +O00)lx —yll +O(lx—yl*)
The last inequality follows from Lemma 10 and 11. O



A.1.3 Gradient Difference

We bound the difference between the gradients of smoothed function fo (x) and those of the true
objective F.

Lemma 5 (Gradient Difference). ||V f,(x) — VF(x)| < O(% + pdo?).

Proof. By triangle inequality:
IVfs(x) = VE)| < [V fo(x) = VE,(x)|| + | VE, (x) = VF(x)].

Then the result follows from Lemma 13 and 14 ]

A.1.4 Hessian Difference

We bound the difference between the Hessian of smoothed function fa (x) and that of the true
objective F.

Lemma 6 (Hessian Difference). || V2f,(x) — V2F(x)| < O(pVdo + %).

Proof. By triangle inequality:
IV2fs (x) = VPF(x)|| < [[V2F5 (x) = VF(x)|| + [V fo (x) = V2 Eo (%)
2
<E,|V?F(x+2) - V2F()| + =

2v 2v
< E,lpz| + =5 < pVdo + =
g g

The first inequality follows exactly from the proof of lemma 3. The second equality follows from
the definition of Hessian Lipschitz. The third inequality follows from E, || pz|| < pv/E[||z|?]. O

A.2 Properties of the stochastic gradient

We prove the properties of the stochastic gradient, g(x; z), as stated in Lemma 7, restated as follows.
Intuitively this lemma shows that the stochastic gradient is well-behaved and can be used in the
standard algorithms.

Lemma 7 (Property of stochastic gradient). Let g(x;z) = z[f(x + z) — f(x)]/ o2, where z ~
N(0,0%X). Then E,g(x;2) = V f,(x), and g(x; z) is sub-Gaussian with parameter £.

Proof. The first part follows from Lemma 2. Given any u € R?, by assumption Al (f is B-

bounded),

BIIUII| ‘u z
o

|<u,g(X;Z)>|:|(f(X+Z)—f(X))|I<u7%>IS ( )l

[ull” o

Note that (%7, Z) ~ A(0,1). Thus, for X ~ A(0, Zlxly,

Tul o
P(l(u, g(x;2))| > s) <P(|X] > s).

This shows that g is sub-Gaussian with parameter g.

A.3 Proof of Theorem 7: SOSP of fo are also SOSP of I

Using the properties proven in Lemma 7, we can apply Theorem 15 to find an é-SOSP for f, for
any €. The running time of the algorithm is polynomial as long as € depends polynomially on the
relevant parameters. Now we will show that every é-SOSP of f,, is an O(e)-SOSP of F' when €’ is
small enough.

More precisely, we use Lemma 13 to show that any —=-SOSP of fo(x) is also an O(¢)-SOSP of F.




Lemma 8 (SOSP of f,(x) and SOSP of F(x)). Suppose x* satisfies
IV fo ()| < & and Xin(V2 fo (x7)) = =/,
where p = p+ %5 and é = €/ Vd. Then there exists constants ¢y, ca such that

< € U< €
o<ciy]—, v<ca| —.
S oa 2\ o2

Proof. By applying Lemma 13 and Weyl’s inequality, we have that the following inequalities hold
up to a constant factor:

IVEG)| < pdo? + = +¢
)\min(VQF(X*)) Z )\min(VQfU(X*)) + )\min(v2F(X*) - V2f6(X*))

> J(p+ %)g— IV2f, (%) — V2F(x)]|

implies x* is an O(e)-SOSP of F.

+ % v
(p\/é’)e— (pVdo + ﬁ)

Suppose we want any é-SOSP of f,(x) to be a O(¢)-SOSP of F. Then satisfying the following
inequalities is sufficient (up to a constant factor):

pVdo + = < \/pe (1)
pdo? + K <e 2)
p—|— < pf 3)

Ve _ .
We know Eq.(1), 2) = o < ¥< = \/;danda < \/pid
ABOB*“*@)::'”Saefvgimdvsvﬁ&js\ﬂ%ﬁ::%%?

Finally Eq.3) = v < pVdo® < 60 =

Thus the following choice of o and v ensures that x* is an O(e)-SOSP of F":

rsafGs f

where c1, co are universal constants. O

Proof of Theorem 7. Applying Theorem 15 on f,(x) guarantees finding an c\;a-SOSP of f(x)

in number of queries polynomial in all the problem parameters. By Lemma 8, for some universal
constant c, this is also an e-SOSP of F'. This proves Theorem 7. O

A.4 Technical Lemmas

In this section, we collect and prove the technical lemmas used in the proofs of the above.

Lemma 9. Let \ be a real-valued random variable and A be a random PSD matrix that can depend
on \. Denote the matrix spectral norm as ||-||. Then [|[E[AN]|| < ||E[A|A]]]]-

Proof. For any x € R¢,
xTE[ANx = x"E[AMX > 0]x - P(A > 0) + x ' E[AN|A < 0]x - P(\ < 0)
< xE[AAA > 0)x - P(A > 0) — x"E[ANA < 0]x - P(\ < 0)
TE[A|)N]x



The following two technical lemmas bound the Hessian Lipschitz constants of Fa and ( fa - Fy)
respectively.

Lemma 10. [|V2F, (x) — V2, (y)|| < plx — y].

Proof. By the Hessian-Lipschitz property of F':
IV2E, (x) = V2E, (y)|| = |Eo[V2F(x +2) — V2F(y +2)]|
< E,||VPF(x+2) - V?F(y +2)|
< pllx -yl
O

Lemma 11. |[V?f,(x) = V?F,(x) = (V2 fo(y) = V2 Fo(y))]| < O(%)|x = y[+O(|x = y|?).

1

(2m0?)%
VQfU(X) - VZFU(X) - (VQfo(y) - VQFU(y))

zz| — 0?1
=EBa[——5—((f = F)(x+2) - (f - F)(y +2)]

=h ( / LT; 7L F)(x + ) 5 da / 22 =L Byt dz>

—n [(r-F)a+

Proof. For brevity, denote h =

22T @(8) - w(-2)) da, @

_ lz+a)?
where w(A) := %We_ 22~ and A = ¥=%. Equality (4) follows from a change of

variables. Now, denote g(z) := (f — F)(z + *3¥).

_lai?+2a,z) Izl 2 .
202 e 202, we have the following

(A) = (z+A)(z+4A)T—UZIe

[ea

Using w

b [ 96a) () (=) da = B, [gfa) (w(2)e 5 —w(-2)e5F )]

By a Taylor expansion up to only the first order terms in A,

212 zz' + Az +zAT — 521

2 2112
We then write the Taylor expansion of E, [g(z) <w(A)e 207 —w(—Ae e )] as follows.

ZZ—r — 0'2 Z—r VA T
Elolz) - 270 2 A+ ()2 D22
ZZT 0'2 ZT z T

= Egln) 2 2(8,7) - Ealo(e)- DL (A )]+ Balgln) 2. S22

Therefore,
Hv2f0(x) - V2F0(X) - (VQJEU(Y) - V2FG(Y))H
ZZT ZT VA T

<IElglz) - 2 Z4n, 2+ [Ealg(z) 724, )]+ [Balo(a) - 2- 2222 oA )

=2 IEalg(=) - 2278, ]l + 5 [Balo(2)A, 2T + 5[ Ealg()(AaT + A7) +O(IAI)

<O(Z)IA] + O Al?).

o3

The last inequality follows from Lemma 12. O



Lemma 12. Givenz ~ N(0,014x4), some A € R%, ||A]| =1, and f : R — [-1,1],

L |E,[f(2) - 22" (A, z)]|| = O(0®); 2. |[E,[f(2)(A, 2)L}]| = O(0);
3. [|E,[f (2)(Az )] = O(0); 4. ||E,[f(2)(zAT)]]| = O(0).
Proof. For the first inequality:
IE,[f(2) - zz" (A,z)] = sup  E[v'f(z) zz' (A z)v]
VER? [lv[=1
= sup  E[f(z)(v'2)’(AT2)] < sup E[f(z)(v'2)*(AT2)]
vER? |lv]=1 v,A€RY, |[v]=[lAll=1
< sup E[(v'z)?|ATz|] < sup Ellv'z|® + |ATz?]
v, AR [Ivi=[Afl=1 VAR [Ivi=[All=1
= 2E[|v* "z*] = 4 %ai‘.

For the second inequality:

[E.Lf ) 1) = [BX 0] < B1X| = 2o

where X = (A, z) ~ N(0,02) and f(a) = E[f(2)|X = a] € [-1,1].
For the third inequality:

IE,[f(z)(AzD)]| = sup  E,[f(z)v'Az"v)]

veRrd [lv]|=1

=v* AR, [f(z)z v¥)] < \/za,

where the last step is correct due to the second inequality we proved. The proof of the fourth
inequality directly follows from the third inequality. O

Lemma 13. |V /f,(x) — VE,(x)| < \/gz'

o

Proof. By the Gaussian smoothing identity,

14

I97,(5) — VR, (0] = I 5~ F)oe ) < /22

g
The last inequality follows from Lemma 15. O

Lemma 14. |VFE,(x) — VF(x)| < pdo?.

Proof. By definition of Gaussian smoothing,
IVE,(x) = VE(x)|

= IVEL{F G~ 2) - VFG < (&l [ 2 50x+ m)ir) 0
~ (| V) 4 V2 x4 1) — v ()it ) ]

<V 12 + 1B [ V50 t0) - 9t ]

<al( [ 19%76c+ t2) - 97t ) el

<s(( [ plestar) lal] = plel < pio®.

Inequality (5) follows by applying a generalization of mean-value theorem to vector-valued func-
tions. O



Lemma 15. Givenz ~ N(0,014x4) and f : R — [-1,1],

Eas o)l < 2o

Proof. By definition of the 2-norm,

[Ezf(z)| = ERTT\puzlE[VTzf(z)] =E[v*"2f(2)]
=E[E[X f(2)|X]]  where X =v* 'z~ N(0,0?)

—E[Xf(X)]  where f(a) = E[f(2)|X = d] € [-1,1]

<E|X|= \/50.
7r

B Overview for polynomial queries lower bound

In this section, we discuss the key ideas for proving Theorem 8. We illustrate the construction in two
steps: (1) construct a hard instance (F, f) contained in a d-dimensional ball; (2) extend this hard
instance to R™. The second step is necessary as Problem 1 is an unconstrained problem; in non-
convex optimization the hardness of optimizing unconstrained problems and optimizing constrained
problems can be very different. For simplicity, in this section we assume p, € are both 1 and focus
on the d dependencies, to highlight the difference between polynomial queries and the information-
theoretic limit. The general result involving dependency on € and p follows from a simple scaling of
the hard functions.

h(x)

Sa

r

set of e-SOSP

[[x[* = (vTx)*

vTix

Figure 1: Key regions in lower bound
& yiee Figure 2: Landscape of h

Constructing a lower-bound example within a ball The target function F'(x) we construct con-
tains a special direction v in a d-dimensional ball B, with radius r centered at the origin. More
concretely, let F/(x) = h(x) + ||x||?, where h (see Figure 2) depends on a special direction v, but
is spherically symmetric in its orthogonal subspace. Let the direction v be sampled uniformly at
random from the d-dimensional unit sphere. Define a region around the equator of B,, denoted
S, = {x|x € B, and |v'x| < rlogd/\/d}, as in Figure 1. The key ideas of this construction
relying on the following three properties:

1. For any fixed point x in B,., we have Pr(x € S,) > 1 — O(1/d"@&4).
2. The e-SOSP of Fis located in a very small set B,. — S, .
3. h(x) has very small function value inside Sy, that is, sup,cg_ |h(x)] < O(1/d).



The first property is due to the concentration of measure in high dimensions. The latter two proper-
ties are intuitively shown in Figure 2. These properties suggest a natural construction for f:

[|x]|? ifx e S,
F(x) otherwise

i) = {

When x € Sy, by property 3 above we know |f(x) — F(x)| < v = O(1/d).

To see why this construction gives a hard instance of Problem 1, recall that the direction v is uni-
formly random. Since the direction v is unknown to the algorithm at initialization, the algorithm’s
first query is independent of v and thus is likely to be in region Sy, due to property 1. The queries
inside Sy give no information about v, so any polynomial-time algorithm is likely to continue to
make queries in .S, and eventually fail to find v. On the other hand, by property 2 above, find-
ing an e-SOSP of F' requires approximately identifying the direction of v, so any polynomial-time
algorithm will fail with high probability.

Extending to the entire space To extend this construction to the entire space R, we put the ball
(the previous construction) inside a hypercube (see Figure 1) and use the hypercube to tile the entire
space R?. There are two challenges in this approach: (1) The function ' must be smooth even at
the boundaries between hypercubes; (2) The padding region (S5 in Figure 1) between the ball and
the hypercube must be carefully constructed to not ruin the properties of the hard functions.

We deal with first problem by constructing a function F(y) on [—1,1]%, ignoring the boundary
condition, and then composing it with a smooth periodic function. For the second problem, we
carefully construct a smooth function h, as shown in Figure 2, to have zero function value, gradient
and Hessian at the boundary of the ball and outside the ball, so that no algorithm can make use of
the padding region to identify an SOSP of F'. Details are deferred to section C in the appendix.

C Constructing Hard Functions

In this section, we prove Theorem 8, the lower bound for algorithms making a polynomial number
of queries. We start by describing the hard function construction that is key to the lower bound.

C.1 “Scale-free” hard instance

We will first present a “scale-free” version of the hard function, where we assume p = 1 and € = 1.
In section C.2, we will show how to scale this hard function to prove Theorem 8.

Denote sinx = (sin(xq),--- ,sin(zy)). Let I{a} denote the indicator function that takes value 1

when event a happens and 0 otherwise. Let 1 = 300 . Let the function F' : R? — R be defined as
follows.

F(x) = h(sinx) + [|sinx||?, (6)
where h(y) = hi(vy) - ha(V/Ily[? = (vy)?). and
hi(z) = gi(pz), g1(z) = (—16|z|° + 482" — 48|z |* + 162%) I{|z| < 1},
ho(a) = go(pa),  gala) = (3a* — 8laf® + 622 — 1) [{Ja] < 1},
and the vector v is uniformly distributed on the d-dimensional unit sphere.

We will state the properties of the hard instance by breaking the space into different regions:

“ball” S = {x € R? : ||x|| < 3/u} be the d-dimensional ball with radius 3 /.

s

§}d be the d-dimensional hypercube with side length 7.

“hypercube” H = [~ 7,

“pand” Sy = {x € S : (sinx,v) < %}
“padding” So = H — S

We also call the union of Sy and S, the “non-informative” region.



Figure 3: Polynomials g1, g2

Define the perturbed function, f:

~ [|Isinx]]?, x€ Sy
f(X)_{F(x), X & Sy @

Our construction happens within the ball. However it is hard to fill the space using balls, so we pad
the ball into a hypercube. Our construction will guarantee that any queries to the non-informative
region do not reveal any information about v. Intuitively the non-informative region is very large
so that it is hard for the algorithm to find any point outside of the non-informative region (and learn
any information about v).

Lemma 16 (Properties of scale-free hard function pair F, f). Let F, f,v be as defined in equations
(6), (7). Then F, f satisfies:

1. f in the non-informative region So U Sy, is independent of v.

2. sup,eg, |f = F] <O(3).

3. F has no SOSP in the non-informative region So U S,,.

4. Fis O(d)-bounded, O(1)-Hessian Lipschitz, and O(1)-gradient Lipschitz.

These properties will be proved based on the properties of h(y), which we defined in (6) to be the
product of two functions.

Proof. Property 1. On Sy, f(x) = F(x) = ||sinx|?, which is independent of v. On Sa, we
argue that h(sinx) = 0 and therefore f(x) = ||sinx||? Vx € S. Note that on Sy, ||x|| > 3/u and
(sinz)? > (2£)2V|z| < Z, s0

2 6
|lsin x| > H—XH > — = max {VT sin x, \/Hsian2 —(vT sinx)Q} >
77 T

Therefore, h(sinx) = hy (v sinx) - ha(y/|[sinx||2 — (v sinx)2) = 0.

h(sinx)| = O(%).

Property 2. It suffices to show that for x € S, 7




T logd logd

sinx € [— N ]. By symmetry, we may just consider the case where

For x € S, we have v

v sinx > 0.

|h(sinx)| < | (v sinx)
= | (—16|z|° + 482" — 48|z|* + 162?) | where z = pv ' sinx

)2

logd
Vd
log? d

<O(

<C

Here C' > 0 is a large enough universal constant.

Property 3. (Part I.) We show that there are no SOSP in S5. For x : ||x|| > 3/u, we argue
2 or the Hessian has large negative
eigenvalue (points close to the boundary of H). Denote G(x) = |[sinx||?. We may compute the
gradient of G as follows:

0
6%—

VG = ¢Z<sm<2xi»2 > \/Z 22 = x| forall x € [-€,6]",
where £ ~ 0.95 is the positive root of the equation sin2z = z. On Sz, VF(x) = VG(x), so
[VE(x)|| > 3 =1 x 1072 forx € S N [€,£]%. We may also compute the Hessian of G
V2G(x) = diag(2 cos(2x)),
Amin(V2G(x)) = mm{2cos(2:cl)} <2 (Z —r)<2- (f —6)Vx € 8y \ [-€, €)%

G(x) = 2sin(z;) cos(z;) = sin(2z;),

Since (5 — &) < —0.15, Amin(V2F(x)) < —0.3.
(Part II.) We argue that F' has no SOSP in S,. For y = sin(x), we consider two cases: (i)
z=+/|lyl|?2 — (v"y)? large and (ii) z small.

Write g(x) = h(sinx), and denote VA(x)|, . V*h(x )|Sirl with Vh(y), V2h(y). Letuov
denote the Schur product of u and v. We may compute the gradlent and Hessian of g:

Vg(x) = Vh(y) o cos(x),
V2g(x) = diag(cosx))V?h(y)diag(cosx)) — Vh(y) o sin(x).
Now we change the coordinate system such that v = (1,0, -- ,0). ||Vh( )|l and Apin (V2h(y)) are
invariant to such a transform. Under this coordinate system, h(y) = hi(y1) - ha(v/|l¥]|? — (y1)?)

(): z > 5-. We show that ||V F|| is large.

Let P_l(u) denote the projection of u onto the orthogonal component of the first standard basis
vector.

Since Vi # 1, 2 3. M(y) = ha(y1)hy(2) %, we have

P-1(Vh(y)) = MPA( ) where M >0

P1(VE(x)) = P1(Vg(x )+VG( ) = P-1(Vh(y) o cos(x) +y o cosx)

hi(y1)hy(z
< 1) -1(y) +P_1(y)) © cosX
IVEG)] = | ( NI = P-1(y) o cosx|| > 2 - min | cos(z;)|
1 s
> o 0.999 > 1 x 107 since |z;| < 3/u
I

10



(i): z < i We show that V2F(x) has large negative eigenvalue. First we compute the second

derivative of h in the direction of the first coordinate:

0%h
dy? = ha(2)hf (y1) < 32,“292(1/2) = —10u2.
1

Now we use this to upper bound the smallest eigenvalue of V2F(x).

.02 92h
Amin(V2h(y)) < min @h(w < o7

Amin(V29(x)) < (Amin (diag(cosx)V2h(y)diag(cosx)) + Amax (—diag(Vh(y) o sin(x))))
< —0.999 - 104% 4 0.01 - mﬁx(hg(z)h’l(yl) + ha(y1)h5(2)) since |x;] < 3/u

< —0.999 - 1042 + 0.01 - 3u

Finally,
V2G(x) = diag(2cos(2x)) = ||[V?G(x)| < 2,
Amin(V2F(x)) < —0.999 - 104? +0.01 - 3 +2 < —8 x 10°.
Property 4. O(1)-bounded: Lemma 17 shows that |h(y)| < 1. ||sinx||? < d. Therefore |F| <
14d.
O(1)-gradient Lipschitz: ||V2F (x)|| < [|[V2G(x)|| + [|[V2g(x)]||. We know || V2G(x)| < 2.
12| = |diag(cos x)V2h(y)diag(cosx) — diag(Vh(y) o sin(x))|
< |ldiag(cos x)|1* - [V*h(y)| + l|diag(Vh(y))|| - ldiag(sinx) |
<1-68u2+43u-1<7x10° using lemma 17

O(1)-Hessian Lipschitz: First bound the Hessian Lipschitz constant of G(x).
[V2G(x) — V2G(z)|| < 2||cos(2x) — cos(2z)]| < 4|x — z]|.
Now we bound the Hessian Lipschitz constant of g(x). Denote A (x) = diag(cosx) and B(x) =
diag(sinx).
IA(x1)V2h(y1)A(x1) — A(x2) VZh(y2) A(xo)|
<[[A(x1) VA h(y1)A(x1) — A(x1) VZh(y1) A(xa)l| + | A(x1) VZh(y1) Alxz) — A(x1) V2h(y2) A(xe)
+ A1)V h(y2) A(xz) — A(x2) V2h(y2) A(x2) |
<68p2||x1 — Xo|| 4+ 100043||x1 — x2|| + 6812 || x1 — x2|| from lemma 17.

[diag(Vh(y1))B(x1) — diag(Vh(y2))B(x2)||
<|ldiag(Vh(y1))B(x1) — diag(Vh(y1))B(x2)[| + [[diag(Vh(y1))B(x2) — diag(Vh(y2))B(x2)||
<(3p + 68u2)||x1 — x2|| from lemma 17.

IV2g(x1) — VZg(x2) |
=(144p> 4 204p” 4 3u) ||x1 — x2||-

Therefore F(x) is (2.8 x 10'%)-Hessian Lipschitz.
O

Now we need to prove smoothness properties of h(y) that are used in the previous proof. In the
following lemma, we prove that h(y) as defined in equation (6) is bounded, Lipschitz, gradient-
Lipschitz, and Hessian-Lipschitz.

11



Lemma 17 (Properties of h(y)). h(y) as given in Definition 6 is O(1)-bounded, O(I)-Lipschitz,
O(1)-gradient Lipschitz, and O(1)-Hessian Lipschitz.

Proof. WLOG assume v = (1,0,---,0)". Denote u = y1,w = (ya2,--- ,94) . Let ® denote
tensor product.

Note that |h}| < 3u, |hh| < 2u, [hY] < 32u2,|hY| < 1242, |RY'] < 3003, |hy'| < 48u3. Assume
w> 2.

1. O(1)-bounded: |h| < |hq] - |ho| < 1.

2. O()-Lipschitz: || VA(y)|l = v/ha([wl)hi () + ha (w)hh([w]]) < 3p < O(1).

3. O(1)-gradient Lipschitz:
VEh(y) = ha(w)V2he([wl)+he([Wl) VA (w)+Vhy (u) Vhs ([w]) T +Vha (|w]) VA () "
IVhy(u)| < 3u. Notice that the following are also O(1):

w
IVh2 (WD = RS (IWID | < 2u;
[w
ww [w]?T — ww
Vsl < 15w o I ™ ) Il < 124123

Therefore, ||V2h(y)|| < 242 + 32u% + 2 - 2 - 3 < 68p2.

4. O(1)-Hessian Lipschitz: We first argue that V2hy(w) is Lipschitz. For |w| > 1/pu,
V2ha(w) = 0. So we consider |w|| < pu. We obtain the following by direct compu-
tation.

T

wWw T

[w]?T — ww
[[wl]?

V2ha(w) = hi([[wl)) + R ([lwll)

[[wil?
4T sww! 4 2 3 2
=24p*ww ' —24p Tl + (12p|wl]® — 24p° ||w|| + 12p%)1
[WP(wRI+IQw) - wRwew

V3ha(w) :24,LL4(W®I+I®W)724,U,3| Tw]?
)%

3I X wW
[wl
[V3ho(w)|| < 48u% 4 7242 + 2443 + 242 < 1444°

+24p*T @ w — 24

We may easily check that indeed lim |y —1 || VZha(wW)]| = 0.
Therefore V2hy(w) is 14443-Lipschitz.

1h1 (un) V2ha([will) = b (u2) V2ho([wilD]| < (144p5° + 341 - 2445%) y1 = 2|
12 ([w 1) V2ha (u1) = ha(|[wal ) V2ha (uz) | < (324° - 200 + 3004°) ||y 1 — ya||
IV R (un) Vs ([wil) T = Vha (u2) Vha(|wa|) T < (3 240% + 241~ 3207 [[y1 — v

By triangle inequality, using the above, we obtain

IV2h(y1) — V2h(y2)|| < 10004°|ly1 — y2|-

This proves that A (y) is 1000x3-Hessian Lipschitz.

12



C.2 Scaling the Hard Instance

Now we show how to scale the function we described in order to achieve the final lower bound with
correct dependencies on € and p.

Given any €, p > 0, define
~ 1 ~ 1
Fx) = rF (), Fx) = erf(5x), ®

where r = \/€/p and F, f are defined as in Equation 6. Define the ‘scaled’ regions:

xm; CQx

= {x € R4 : ||x|| < 3r/u} be the d-dimensional ball with radius 37/ .

° =[-Zr, fr]d be the d-dimensional hypercube with side length 7r.

2
D vf{xeS (sin xv)ﬁ%}.

L] SQ S

Defined as above, (F7 f ) satisfies the properties stated in lemma 18, which makes it hard for any
algorithm to optimize F' given only access to f.

Lemma 18. Ler F, f, v, S5, Sy be as defined in 8. Then for any e, p >0, F, f satisfies:
1. f in the non—informative region Sy U Sy is independent of v.
2. sup,cg. | f-F | < up to poly-log d and constant factors.

3. F has no O(€)-SOSP in the non-informative region Sy U Sy,.
4. F is B-bounded, O(p)-Hessian Lipschitz, and O({)-gradient Lipschitz.

Proof. This is implied by Lemma 16. To see this, notice

1. We have simply scaled each coordinate axis by .
~ ~ 61A5
2 |F— fl=erlF — fl=<Z|F — J.

3. |[VE| = ¢||VF| and |V2F| = \/pe|V2F||. Since F hasno 1 x 10~ *2-SOSP in Sy U S,
Taking into account the Hessian Lipschitz constant of F, F" has no 1orz-SOSP in Sy U S,

4. We must have B > d + %. Then, F is B-bounded, (7 x 106)\/R- gradient Lipschitz,

and (2.8 x 10'9)p-Hessian Lipschitz.

C.3 Proof of the Theorem

We are now ready to state the two main lemmas used to prove Theorem 8.

The following lemma uses the concentration of measure in higher dimensions to argue that the
probability that any fixed point lies in the informative region Sy, is very small.

Lemma 19 (Probability of landing in informative region). For any arbitrarily fixed point x € S,
Pr(x ¢ Sy) < 2e(osd)?/2

Proof. Recall the definition of Sy: Sy, = {x € S : (sin 1x,v) < li’g[d} Since x € S, we have
Ix|| < 3r/u <r(aspu > 3). Therefore, by inequality \51n 0] < 16|, we have:

||smf||2 Z|sm—|2 < z:|—|2 <1

13



Denote unit vector y = sin % /||sin %||. This gives:
logd

) =Pr(|(y, V)| > —=——~
Vd Vd||sin X |

ogd
< Pr(|{y,v)| > —=) since ||sin§|| <1
r

Pr(x ¢ S) = Pr(|(sin ;,v>| > )

Area({u: flull =1, |(y,u)| > *%2)
Area({u: ||ul| = 1})
< 2¢~(logd)*/2 by lemma 22

This finishes the proof. O

Thus we know that for a single fixed point, the probability of landing in S, is less than 2(1/d)los /2,
We note that this is smaller than 1/poly(d). The following lemma argues that even for a possibly
adaptive sequence of points (of polynomial size), the probability that any of them lands in S, re-
mains small, as long as the query at each point does not reveal information about S,

Lemma 20 (Probability of adaptive sequences landing in the informative region). Consider a se-
quence of points and corresponding queries with size T: {(x;,q(x;))}1_,, where the sequence
can be adaptive, i.e. x; can depend on all previous history {(x;,q(x;))}.Z1. Then as long as

i=1
q(x;) L v |x; €8y, wehave Pr(3t < T : x, & Sy) < 2Te (08 d)*/2
Proof. Clearly Pr(3t < T :x, ¢ Sy) =1—Pr(vt < T :x; € Sy). By product rule, we have:

T
Pr(Vt <T:x; € SV) = HPr(xt € §V|VT <t:x, € SV)
t=1

Denote D; = {v € S~ !|(sin 1x;,v) > l‘i%d}, where S~ denotes the unit sphere in R? centered

at the origin. Clearly, v € D, is equivalent to x; € S,. Consider term Pr(x; € S'VWT <t:x; €

S,). Conditioned on the event that E = {¥7 < t : x, € Sy}, we know v € S*! —U!Z1D,. On
the other hand, since ¢(x,) L v|E for all 7 < ¢, therefore, conditioned on event F, v is uniformly
distributed over S4~! — U!Z] D;, and:

Area(S?! —UL_, D;)

Pr(x, € Sy|Vr < t:x, € Sy) = .
(e € 5] v) Area(S?-1 — U!Z1D;)

Thus by telescoping:

T
Pr(vt<T:x, €8)=]]

t=1

Area(S™! —Ul_ D;)  Area(S* — UL | D;)
Area(S?-1 —U!ZID;) Area(S2-1)

This gives:

- - T )
Pr(3t < T % ¢ §4) =1 — Pr(vt < T x; € §o) = ArealiziDi)

Area(S4-1)
T
Area(D;) Area(D;) ~ _ 2
<N 2 o s St VA o P S,) < 2T e~ (logd)”/2
- ; Area(Sd-1) — e Area(S9-1) mex v & Sv) < 2Te
In last inequality, we used Lemma 19, which finishes the proof. O

Now we have all the ingredients to prove Theorem 8, restated below more formally.

Theorem 21 (Lower bound). For any B > 0,4 > 0,p > 0, there exists ¢¢ =
O(min{¢?/p, (B%p)'/3}) so that for any € € (0, €], there exists a function pair (F, f) satisfying
Assumption Al withv = ©(\/€3/p - (1/d)), so that any algorithm will fail, with high probability,
to find SOSP of F given only o(dV'°8 %) of zero-th order queries of f.

14



Proof. Take (ﬁ‘, f ) to be as defined in Definition 8. The proof proceeds by first showing that no

SOSP can be found in a constrained set S, and then using a reduction argument. The key step of the
proof involves the following two claims:

1. First we claim that any algorithm .A making o(dV'°# %) function-value queries of f to find
€-SOSP of F'in S, only queries points in Sy, w.h.p., and fails to output e-SOSP of F'.

2. Next suppose if there exists A making o(dV!°#?) function-value queries of f that finds

€-SOSP of F in R¢ w.h.p. Then this algorithm also finds e-SOSP of F on S w.h.p., which
is a contradiction.

Proof of claim 1:

Note that because [|x; || < /100, [|sin 2x,|| < ||x;||/r < 1/100.

Let v be an arbitrary unit vector. Suppose a possibly randomized algorithm .4 queries points in S,
{X}E . Let F; denote o (f(X1), -+, f(Xy)). Let Xy ~ A(t|Fi—1).

For any ¢, on the event that X; € S'v, we have that f(X;) = 0, as established in Lemma 18.
Therefore it is trivially true that f(X;) is independent of v conditioned on {X; € S }.

By Lemma 20,

Pr(X, € Syt < T) > 1 — 2T (osd)?/2
> 1 — e (o8 d)*/4 for a1l g large enough since 7' = o(dV'°8%).

Proof of claim 2:

Since f, F' are periodic over d-dimensional hypercubes of side length 77, finding e-SOSP of F' on
R implies finding e-SOSP of F in S. Given claim 1, any algorithm making only o(dV'°& ) queries
will fail to find e-SOSP of I in R w.h.p. O

For completeness, we now state the classical result showing that most of the surface area of a sphere
lies close to the equator; it was used in the proof of Lemma 19.

Lemma 22 (Surface area concentration for sphere). Let S?~! = {x € R : ||z|| = 1} denote the
Euclidean sphere in R%. For ¢ > 0, let C(c) denote the spherical cap of height € above the origin.
Then

Area(C(e))

< —dez/Q.
Area(S?1) — ¢

Proof. Let D be the spherical cone subtended at one end by C(¢) and let B¢ denote the unit Eu-

clidean ball in R?. By Pythagoras’ Theorem, we can enclose D in a sphere of radius v/1 — 2. By
elementary calculus,

Area(C(e)) _ Volume(D) _ Volume(v'l — £2B9)
Area(S9-1)  Volume(Bd) ~ Volume(B%)

< (1 _ EQ)d/2 < 6_d52/2.

D Information-theoretic Limits

In this section, we prove upper and lower bounds for algorithms that may run in exponential time.
This establishes the information-theoretic limit for problem 1. Compared to the previous (polyno-
mial time) setting, now the dependency on dimension d is removed.
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Algorithm 1 Exponential Time Algorithm

Input: function value oracle for f, hyperparameter ¢
Construct (1) {x;};, an O(e/f)-cover in the euclidean metric of the ball of radius O(B/e) in
R? centered at the origin (lemma 27); (2) {v;})_;, an O(e/¢)-cover in the euclidean metric of the
ball of radius O(¢) in R? centered at the origin (lemma 27); (3) { H; }le, an O(e/f)-cover in the
L. metric of the ball of radius O(¢) in R?¥9 centered at the origin (lemma 28); (4) Z, an O(¢')
cover in the euclidean metric of the unit sphere S%~! in R¢ (lemma 27)
fort =0,1,...,N do
fori=0,1,...,V do
for j=0,1,...,Pdo
if | f(x)+v] (y—x)+3(y—x)"H;(y—x)—f(y)| < O(pr®*+v) Vy =x+rz, z€Z
then
if ||vi]| < O(e) and A\yin(H;) > —O(,/pe) then
return x;

D.1 Exponential Time Algorithm to Remove Dimension Dependency

We first restate our upper bound, first stated in Theorem 9, below.

Theorem 23. There exists an algorithm so that if the function pair (F, f) satisfies Assumption Al

withv < O(\/€3/p) and £ > \/pé, then the algorithm will find an e-second-order stationary point
of F with an exponential number of queries.

The algorithm is based on a procedure to estimate the gradient and Hessian at point x. This proce-
dure will be applied to a exponential-sized covering of a compact space to find an SOSP.

Let Z be a €’ covering for unit sphere S*~!, where Z is symmetric (i.e. if z € Z then —z € Z). It
is easy to verify that such covering can be efficiently constructed with |Z| < O((1/€')?) (Lemma
27). Then, for each point in the cover, we solve following feasibility problem:

find g, H 9)

st 1700 8T (y — %)+ 5y~ ) THly — %)~ f3)] < O(pr® +)

Vy=x+rz, z€2Z,
where 7 is scalar in the order of O(\/€/p).

We will first show that any solution of this problem will give good estimates of the gradient and
Hessian of F'.

Lemma 24. Any solution (g, H )to the above feasibility problem, Eq.(9), gives
lg — VPG| < O(e) and |[H — V*F(x)|| < O(/pe)

Proof. When we have || f — F'||o < v, above feasibility problem is equivalent to solve following:

find g, H

1
st [P +g' (y=x) + 5y =x) " Hy = x) = P(y)| < O(pr® +v)
Vy=x+rz, z€2Z.

Due to the Hessian-Lipschitz property, we have |F(y) — F(x) — VF(x) (y — x) — (y —
x) " V2F(x)(y — x)| < $pr?, this means above feasibility problem is also equivalent to:

find g, H

st (g~ VFG) (v ) + 5y %) (M~ VFG)(y %) < O(pr® +v)

Vy=x+rz, z€c2Z.
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Picking y — x = =7z, by triangular inequality and the fact that Z is an ¢’-covering of S%~, it is not
hard to verify:

e - VFEl <0 (ot + 1)

— ¢

2 1 v
-Vl <0 ({5 (or+ 5 ).

Given v < %, / % for large enough constant ¢, and picking r = ¢/ \/% with proper constant ¢/, we

prove the lemma. O

We then argue that (9) always has a solution.

Lemma 25. Consider the metric |-|| : R? x R4 — R, where ||(g, H)|| = /|lgl]? + [|H]?.
Then (VF(x),V2F(x)) and a O(¢/l)-neighborhood around it with respect to the ||-|| metric are
the solutions to above feasibility problem.

Proof. (VF(x), V2F(x))is clearly one solution to the feasibility problem Eq.(9). Then, this lemma
is true due to Hessian Lipschitz and gradient Lipschitz properties of F'. O

Now, since the algorithm can do an exhaustive search over a compact space, we just need to prove
that there is an e-SOSP within a bounded distance.

Lemma 26. Suppose function f is B-bounded, then inside any ball of radius B/, there must exist
a O(e/L)-ball full of 2¢-SOSP.

Proof. We can define a search path {x;} to find a e-SOSP. Starting from an arbitrary point xg. (1) If
the current point x; satisfies ||g|| > ¢, then following gradient direction with step-size €/¢ decreases
the function value by at least Q(||g||e/¢); (2) If the current point x; has negative curvature v <
—./p€, moving along direction of negative curvature with step-size y/€/p decreases the function
value by at least Q(ve/p).

In both cases, we decrease the function value on average by €2(€) per step. That is in a ball of radius
B/e around xg, there must be a e-SOSP. and in a O(e/¢)-ball around this e-SOSP are all 2¢-SOSP
due to the gradient and Hessian Lipschitz properties of F'. O

Combining all these lemmas we are now ready to prove the main theorem of this section:

Proof of Theorem 9. We show that Algorithm 1 is guaranteed to succeed within a number of func-
tion value queries of f that is exponential in all problem parameters. First, by Lemma 26, we know
that at least one of {x;}¥ ; must be an O(¢)-SOSP of F. It suffices to show that for any x that is an
O(¢€)-SOSP, Algorithm 1’s subroutine will successfully return x, that is, it must find a solution g, H,
to the feasibility problem 9 that satisfies ||g|| < O(¢) and Amin(H) > —O(/pe).

If x satisfies | VF(x)|| < O(e), then by lemma 24, all solutions to the feasibility problem 9 at x
must satisty [|g|| < O(e) and we must have || H[|oc < ¢ (implied by {-gradient Lipschitz). Therefore,

by Lemma 25, we can guarantee that at least one of {v;, H j}zz}/jjlp will be in a solution to the
feasibility problem.

Next, notice that because all the covers in Algorithm 1 have size at most O((d/ €)’) must terminate
in O(ed2 log £ steps. O

In the following two lemmas, we provide simple methods for constructing an e-cover for a ball (as
well as a sphere), and for matrices with bounded spectral norm.

Lemma 27 (Construction of e-cover for ball and sphere). For a ball in RY of radius R centered at
the origin, the set of points C = {x € R? : Vi, x; = j - ﬁ,j € Z,—R‘/a —1<5< RT‘/E +1}

€

is an e-cover of the ball, of size O((R\/{j/e)d). Consequently, it is also an e-cover for the sphere of
radius R centered at the origin.
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Proof. For any point y in the ball, we can find x € C such that |y; — x;| < ¢/+/d for each i € [d].
By the Pythagorean theorem, this implies ||y — x|| < e. O

Lemma 28 (Construction of e-cover for matrices with ¢-bounded spectral norm). Let M = {A €
RIX4 . ||A|| < £} denote the set of d by d matrices wzth {-bounded spectral norm. Then the set of
points C = {MERdXd Vi k,Misp=j-5,J €%~ 1<]<4d—|—1}1sanecoverf0r/\/l

of size O((¢d/e)? )

Proof. For any matrix M in M, we can find N € C such that |N; , — M, | < ¢/d for each i, k E
[d]. Since the Frobenius norm dominates the spectral norm, we have |N — M|| < |[N — M || r <
€.

D.2 Information-theoretic Lower bound

To prove the lower bound for an arbitrary number of queries, we base our hard function pair on

our construction in definition 6, except f now coincides with F only outside the sphere S. With
this construction, no algorithm can do better than random guessing within S, since f is completely
independent of v.

Theorem 29 (Information-theoretic lower bound). For f F defined as follows:
ersinix|? ,x€ S

Fox) = err (0. ) = { o XSS

where F is as defined in definition 6. Then we have sup, |F(x)— f(x)| < O(
can output SOSP of F' with probability more than a constant.

) and no algorithm

Proof. sup, |F(x) — f(x)| = supyeg |F(x) — f(x)| < er. Any solution output by any algorithm
must be independent of v with probability 1, since h = 0 outside of S. Suppose the algorithm
A outputs x. Then Pr(x is e-SOSP of F) < Pr(x ¢ S,) < 2e~1059*/2 The upper bound on
probability of success does not depend on the number of iterations. Therefore, no algorithm can
output SOSP of F' with probability more than a constant. O

E Extension: Gradients pointwise close

In this section, we present an extension of our results to the problem of optimizing an unknown
smooth function F' (population risk) when given only a gradient vector field g : R? — R that is
pointwise close to the gradient V F'. In other words, we now consider the analogous problem but for
a first-order oracle. Indeed, in some applications including the optimization of deep neural networks,
it might be possible to have a good estimate of the gradient of the population risk. A natural question
is, what is the error in the gradient oracle that we can tolerate to obtain optimization guarantees for
the true function F'? More precisely, we work with the following assumption.

Assumption Al. Assume that the function pair (F : R? — R, f : R? — R) satisfies the following
properties:

1. Fis {-gradient Lipschitz and p-Hessian Lipschitz.

2. f is L-Lipschitz and differentiable, and V f, VF are v-pointwise close; i.e., |V f —
VE|o < 7.

We henceforth refer to v as the gradient error. As we explained in Section 2, our goal is to find
second-order stationary points of F' given only function value access to g. More precisely:

Problem 2. Given function pair (F, f) that satisfies Assumption A1, find an e-second-order station-
ary point of I with only access to function values of g = V f.

We provide an algorithm, Algorithm 2, that solves Problem 2 for gradient error 7 < O(e/+/d). Like

Algorithm 1, Algorithm 2 is also a variant of SGD whose stochastic gradient oracle, g(x + z) where
z ~ N(0, 1), is derived from Gaussian smoothing.

18



Algorithm 2 First order Perturbed Stochastic Gradient Descent (FPSGD)
Input: x(, learning rate 7, noise radius r, mini-batch size m.
fort=0,1,...,do
sample (z\"), -+, z{™) ~ N(0, 02T)
gi(xe) — S0, glxi +2,) _
X1+ X — n(ge(xe) + &), & uniformly ~ Bo(r)
return xr

Theorem 30 (Rates for Algorithm 2). Given that the function pair (F, f) satisfies Assump-
tion Al with o < O(e/v/d), then for any § > 0, with smoothing parameter o =
O(\/¢/(pd)), learning rate n = 1)1, perturbation v = ©(e) and large mini-batch size m =
poly(d, B, ¢, p,1/e,log(1/6)), FPSGD will find an e-second-order stationary point of F with prob-
ability 1 — 6, in poly(d, B, £, p,1/¢,1og(1/6)) number of queries.

Note that Algorithm 2 doesn’t require oracle access to f, only to g. We also observe the tolerance
on v is much better compared to Theorem 7, as noisy gradient information is available here while
only noisy function value is avaliable in Theorem 7. The proof of this theorem can be found in
Appendix F.

F Proof of Extension: Gradients pointwise close

This section proceeds similarly as in section A with the exception that all the results are now in
terms of the gradient error, . First, we present the gradient and Hessian smoothing identities (10
and 11) that we use extensively in the proofs. In section F.1, we present and prove the key lemma
on the properties of the smoothed function f,(x). Next, in section F.2, we prove the properties of
the stochastic gradient g(x + z). Then, using these lemmas, in section F.3 we prove a main theorem
about the guarantees of FPSGD (Theorem 30). For clarity, we defer all technical lemmas and their
proofs to section F.4.

Recall the definition of the gradient smoothing of a function given in Definition 11. In this section
we will consider a smoothed version of the (possibly erroneous) gradient oracle, defined as follows.

Vi, (x) =E,Vf(x+z). (10)

Note that indeed V f, (x) = VE,f(x + z). We can also write down following identity for the
Hessian of the smoothed function.

z /
V2 fo(x) = Bu[ 5V (x4 2)7] (1n)
The proof is a simple calculation.

Proof of Equation 11. We proceed by exchanging the order of differentiation. The last equality
follows from applying lemma 2 to the function % f(x+2)
z;

0 0 0 0 .0

c’)xic‘)xj fo(x) = oz, T%Ez [f(X + Z)] = oz, ]Ez[aix]

St 2)) = Eal 55 fx-+2)

F.1 Properties of the Gaussian smoothing

In this section, we show the properties of smoothed function V f},(x).

Lemma 31 (Property of smoothing). Assume function pair (F, f) satisfies Assumption Al, and let
V f(x) be as given in equation 10. Then, the following holds

1. fy(x)is O(0 + 2)-gradient Lipschitz and O(p + % )-Hessian Lipschitz.
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2. |V fs(x) = VE(x)|| < O(pdo” + ) and ||V* fo (x) — V2F(x)[| < O(pVVdo + Z).
We will prove the 4 claims of the lemma one by one, in the following 4 sub-subsections.

F.1.1 Gradient Lipschitz

We bound the gradient Lipschitz constant of fg in the following lemma.

Lemma 32 (Gradient Lipschitz of f, under gradient closeness). ||V2f,(x)| < O+ Z).

Proof. By triangle inequality,

IV2fo ()l = V2 F5 (%) + V2o (x) = V2 Fy (x)]|
< |V?E, (X)II + V2 fo(x) = V2, (x)]
<+ B[ 5(Vf = VF)(x+2)7]]|

O'

<O+ )

The last inequality follows from Lemma 38. O

F.1.2 Hessian Lipschitz

We bound the Hessian Lipschitz constant of f, in the following lemma.

Lemma 33 (Hessian Lipschitz of f,, under gradient closeness).

1V o (%) = V2o ()] < Olp+ — )||X—YH

Proof. By triangle inequality:

IV2fo (x) = V2 fo (y)ll
=[IV2fo(x) - F( ) = V2 fa(y) + V2Es(y) + V2 Eo(x) = V2E, (y)]
<||V2fo( ) = V2E,(x) = (V2o (y) = VEE, (W) + V2 Eo(x) = V2 Eo (y)l]

=0(— )lx =yl + 0(p)x = yll + O(llx - y[1?)

The last inequality follows from Lemmas 10 and 39. O

F.1.3 Gradient Difference

We bound the difference between the gradients of smoothed function f, (x) and those of the true
objective F.

Lemma 34 (Gradient Difference under gradient closeness). ||V f,(x) — VF(x)|| < O(pdo® + ).

Proof. By triangle inequality:

IV fo(x) = VEx)|| < |V fo(x) = VE,(x)|| + [ VEF,(x) = VF(x)|
< |[EL[(Vf — VF)(x+2z)]|| + O(pdo®) (12)
< O( + pdo?)

The inequality at (12) follows from Lemma 14. O
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F.1.4 Hessian Difference

We bound the difference between the Hessian of smoothed function f,(x) and that of the true
objective F.

Lemma 35 (Hessian Difference under gradient closeness). || V2f,(x) — V2F(x)| < O(pVdo+Z2)

Proof. By triangle inequality:
IV2f5 (x) = VEF(x)|| < [|V2F,(x) = VPF(x)|| + [V fo (%) = V2 E, (%)

< O(pVdo + K)
(o
The last inequality follows from Lemma 6 and 32. O

F.2 Properties of the stochastic gradient

Lemma 36 (Stochastic gradient g(x;z)). Let g(x;z) = Vf(x +z), z ~ N(0,0I). Then
E,g(x;z) = V f,(x) and g(x; z) is sub-Gaussian with parameter L.

Proof. For the first claim we simply compute:

E,g(x;z) = B,V f(x +2) = VE,[f(x +2)] = Vo (x).
For the second claim, since function f is L-Lipschitz, we know ||g(x,2z)|| = |[Vf(x+2z)| < L.
This implies that g(x; z) is sub-Gaussian with parameter L. O

F.3 Proof of Theorem 30

Using the properties proved in Lemma 36, we can apply Theorem 15 to find an e-SOSP for fo.
We now use lemma 31 to prove that any ﬁ—SOSP of f,(x) is also an O(¢)-SOSP of F.
Lemma 37 (SOSP of f,(x) and SOSP of F(x)). Suppose x* satisfies

IV fo ()| < & and Mpin( V2 fo(x7)) > =/ 6,

where p = p + g% and é = €/ \V/d. Then there exists constants ¢y, ca such that
< €D < ¢
0 s C1 —, VS Co—F—=
pd’ Vd

Proof. By Lemma 31 and Weyl’s inequality, we have that the following inequalities hold up to a
constant factor:

[VF(x*)|| < pdo® + i+ €
Amin(V2F(x*)) > /\mm(V2f(7 (x*)) + Amin(V2F (x*) — V2fa (x*)) (Weyl’s theorem)

. _\/m_ 1927, (x) - V2P ()|

(p+ %) v
= 2 (pdo + =
7 (p )
Suppose we want any é-SOSP of f,(x) to be a O(¢)-SOSP of F. Then the following is sufficient
(up to a constant factor):

implies x* is an O(e)-SOSP of F.

pVdo + = < \Jpe (13)
pdo® + 7 < e (14)
p+ 5 < pVd (15)
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PE 3 €
We know Eq.(13), (14) = o < ng =/5ando < /ﬁ,

Also Eq. (13), (14) = # < eand 7 < /péo < \/pe, |5 = =

Finally Eq.(15) = 7 < pVdo? < L

Thus the following choices ensures x* is an O(e)-SOSP of F':

€
o<, ,/—.,. <
-_— pd) -_—

<

O

Proof of Theorem 30. Applying Theorem 15 on f,(x) guarantees finding an c%—SOSP of f,(x)

in number of queries polynomial in all the problem parameters. By Lemma 37, for some universal
constant c, this is also an e-SOSP of F'. This proves Theorem 30. O

F.4 Technical lemmas

In this section, we collect and prove the technical lemmas used in section F.

Lemma 38. Letz ~ N(0,0%I), g : R? — RY and Ja € R s.t. ||g(x)|| < a¥x € RY. Let A € R¢
be fixed. Then,

[Ealzg(2) T]|| < o (16)
[Balatz, A)g() | < a7)
Proof.
(16) : |[E-[zg(=) ']|| = emiuﬁzlvT(EZ 2g(2) "])v
=E,[v* zg(z) "]
< VE.[(v* T 2)2JEl(9(2) Tv*)?
< Vo2a? since v* 'z ~ N(0,1)
(17) : By [2(z, A)g(2) || = GREIT\I)H:lVT]EZ[Z@’A>g(Z)T]V
= Ez[<V*7 Z><Z’ A> (g(z), V*>]
< aB,[[(v", z)(z, A)]
< aVE,[(v*,2)?|E,[(z, A)?]
< a|Ae”.
O]

Lemma 39. |[V2f,(x) — V?Fy(x) = (V3 fo(y) = V2 Eo(y))ll < O(Z)Ix —y[+O(Ix - yI*)

Proof. For brevity, denote h = L We have:

(2mo2)2
V2 fo(x) = V2E, (x) = (V2 fo(y) = V2E,(y))
(Vf=VF)(x+2z)— (Vf~VF)(y +2))]

Izl 2

Z
o?
/ (VI = VE)(x+2) e 57 dz / Z(Vf=VF)y+2)Te = dz)

_ ==

(2 25 — @ e ) (v - v+ X5 Ta) . a

22



where A = ¥2X. The last equality follows from a change of variables. Now denote g(z) :=

(Vf=VF)(z+ %) By a Taylor expansion up to only the first order terms in A, we have

(19 = oA = 1 [ (@ + 31 - E20) - a— 2y + LRy e i

= 2h(/(A —z (2. 4) )g(z)Tefuszz

o2

= o, - 222 )y

Therefore,

IV2fo (x) = V2Ey (x) = (V2o (y) = V2Eo(y)]

< 2B~ 22T+ 0IA1?)

2 2
<SIE.[Ag(2) ]Il + B[z, A)g(2) ]I + O(IA]?)
2 2 _
<SUA+ SPIA]+O(A]P).
g (o

The last inequality follows from Lemma 38.

G Proof of Learning ReLU Unit

In this section we analyze the population loss of the simple example of a single ReL.U unit.
Recall our assumption that ||w*|| = 1 and that the data distribution is x ~ N (0, I); thus,
y; = ReLU(x, w*) + (i, G ~N(0,1).

We use the squared loss as the loss function, hence writing the empirical loss as:

R, (w) = % D (yi — ReLU(x, w))?.
i=1

The main tool we use is a closed-form formula for the kernel function defined by ReLU gates.
Lemma 40. [Cho and Saul, 2009] For fixed u, v, if x ~ N'(0,1), then

1
E ReLU(x ") - ReLU(x ' v) = 2—Hu||Hv||[sin9 + (m — 6) cosb],
T
where 0 is the angel between u and v satisfying cos® = u' v/(|[uf|||v]).

Then, the population loss has the following analytical form:

1 5 1 .
R(w) = Zllwl* + 5 = o[ wllsin6 + (= — ) cos ],

and so does the gradient (W is the unit vector along w direction):

1 1
VR(w) = é(w —w) + g(ew* — wsind).

G.1 Properties of Population Loss

We first prove the properties of the population loss, which were stated in Lemma 16 and we also
restate the lemma below. Let B = {w|w 'w* > —-} N {w][|w|| < 2}.

Lemma 41. The population and empirical risk R, R, of learning a ReLU unit problem satisfies:
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1. If wg € B, then runing ZPSGD (Algorithm 1) gives w, € ‘B for all t with high probability.
2. Inside B, R is O(1)-bounded, O(v/d)-gradient Lipschitz, and O(d)-Hessian Lipschitz.

3. Supyes |Rn(W) — R(w)| < O(\/d/n) w.h.p.
4. Inside B, R is nonconvex function, w* is the only SOSP of R(w).

To prove these four claims, we require following lemmas.

The first important property we use is that the gradient of population loss / has the one-point convex
property inside B, stated as follows:

Lemma 42. Inside B, we have:

(-VR(w),w* —w) >

1
Sl w2

Proof. Note that inside B, we have the angle 0 € [0,7/2). Also, let 2y = {w|Z(w,w*) = 6},
then for 6 € [0, 7/2):

min ||w — w*| = sin6.
€Wy
On the other hand, note that § < 2sin § holds true for 6 € [0, 7/2); thus we have:

(-VR(w),w —w") =<%(W —w*) + %(QW* — wsinf),w — w*)

1 1
=§||W — w2+ 2—<[w*(0 —sinf) + (W — w)sinf],w — w*)
T

1
(sin @ + v/2sin 0)||w — w*||

™

1
o *2>7
Jlw — w2 > |

where the second last inequality used the fact that sin @ < ||w — w*|| for all w € B. O

*II7,

|lw —w

One-point convexity guarantees that ZPSGD stays in the region B with high probability.

Lemma 43. ZPSGD (Algorithm 1) with proper hyperparameters will stay in *B with high probabil-
iy.

Proof. We prove this by two steps:

1. The algorithm always moves towards x* in the region 8 — {||w — w*|| < 1/10}.
2. The algorithm will not jump from {||w|| < 1/10} to B¢ in one step.
The second step is rather straightforward since the function ¢(w) is Lipschitz, and the learning

rate is small. The first step is due to the large minibatch size and the concentration properties of
sub-Gaussian random variables:

Iwess = wI? = [[we = n(gs(x0) + &) — w*|”
<llwe = w2 = 0(V Fo (xe), we = W)+ |Gl lwe = ]|+ °Ellga(x.) + &°
<llwe — w2 = Tl = w2 4 mellwe = w* ||+ n°Elgi (x0) + &1

n
<lw = w2 = (41 = ne = () [w = w*]| <0

The last step is true when we pick a learning rate that is small enough (although we pick n = 1/¢, this
is still fine because a ¢-gradient Lipschitz function is clearly also a 10¢-gradient Lipschitz function)
and € is small. O
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Lemma 44. Let w(t) = £ (w* + te) where e is any direction so that eTw* =0

12 t 1
Rw(t)= — — — + —tan" ' (¢ t
(w(t)) 100 107 + 1o, tan (t) + const,

which is nonconvex in domain t € [0,1]. Therefore f(w(t)) is nonconvex along this line segment
inside ‘B.

Proof. Note that in above setup, tan § = ¢, so the population loss can be calculated as:
1

1 t _ 1
R(w(t)) :meH2 - %[5 —tan~ () - 5] + const

—i -t + L tan™'(t) 4 const
© 100 107 107

It’s easy to show w(t) € 9B forall t € [0,1] and if g(¢) = R(w(t)), then ¢”’(0.6) < 0 and thus the
function is nonconvex. O

Next, we show that the empirical risk and the population risk are close by a covering argument.
Lemma 45. For sample size n > d, with high probability, we have:

weB n

sup |Rn(w) — R(w)| <O ( d) .

Proof. Let {w’}7_, be a e-covering of %B. By triangular inequality:

sup | R (w) = R(w)| < sup R (W) — Ry (w7)| +sup | Ry (W7) — R(w?)| + sup |R(w) — R(w)],

JjeJ weB

T1 T2 TS

where w/ is the closest point in the cover to w. Clearly, the e-net of B requires fewer points than the
e-net of {w|||w]| < 2}. By the standard covering number argument, we have log N, = O(d log %)
We proceed to bound each term individually.

Term Tb: For a fixed j, we know R,(w/) = LY (y; — ReLU(x; w?))?, where y; —
ReLU(x, w7) is sub-Gaussian with parameter O(1), thus (y; — ReLU(x, w7))? is sub-Exponential
with parameter O(1). We have the concentration inequality:

P(| R (w?) — R(w?)| > ) < OG0,

By union bound, we have:

o j i nt2
P(sup | R, (w?) — R(w')| > t) < NeePH57).,
JjeJ

That is, with n > d, and probability 1 — §, we have:

. ) ) 1 1 1
sup 2, (w7) — AT} < [ (0 -+ dtog ),
jeJ n (S €

Term T3: Since the population loss is O(1)-Lipschitz in 2B, we have:
sup |R(w’) — R(w)| < LIw’ — w| < O(e).
weB
Term Ty: Note that for a fixed pair (x;,y;), the function g;(w) = (y; — ReLU(x; w))? is

O(||Gillllx:|l + |lxi]|?)-Lipschitz. Therefore,

N . . 1 .
sup |Bn (W) = B (w)| <O(1) - QZ Gl | =+ i) 1w — w

<0(e)- %Z [1Gill il + [l 12] -
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With high probability, & 37, [[IGi[[[xill + [[xi[|*] concentrates around its mean, O(d).

In summary, we have:

sup | Ry (w) — R(w)| < \/ (log% + dlog 1) + O(e) + O(ed).

1
weDB n €

By picking e (for the e-covering) small enough, we finish the proof. O

Finally we prove the smoothness of population risk in 8, we have 1/v/d < ||w| < 2.

Lemma 46. For population loss R(w) = % ||w||? + 2 — 5-||w||[sin 6 + (7 — ) cos 0], its gradient
and Hessian are equal to:

1 1

VR(w) =5(w —w") + — (0w — Wsin6),
2 27
17 if6=0
2 —J2 .
v = {51 — SO (T+aa” —wwT)  otherwise’

where W is the unit vector along the w direction, and O is the unit vector along the w* — w cos 0
direction.

Proof. Note ||w*|| = 1. Let z(w, w*) = %, we have:
Vs (w, W) = w*r||wl| — (V;ITW*)VAV _ (w* — wcosb)
[[wll [[wll
Since cos § = z(w, w*), we obtain:
* — Weos 6
sing.vo = W —Weosh)
[[wll
This gives:
VR(w) =g w — 5 Wlsin + (x — 6) cosf] — 5 |[wl[eos§ — cosd — (x — 0) sin 6] V6
W) =5 W — o_W[sin T cos 5 Wll[cos 6 — cos T sin
1 1 . 1 .
=5W - %w[smﬁ + (m — 6) cos 0] + %HW”(’N —0)sinf - Vo
1

| 1 A
=5W - %w[sme + (m—0)cosb] — %(77 —0)(w* — wcosf)

* 1 * P
—i(w—w )—|—%(9W W sin 6)
Therefore, the Hessian (when 6 # 0):

V2 R(w) :v%(w . %(é)w* — rsing)]

1 1 sin ¢

=TI+ —[VO- (w* —Wcosh) '] — I-ww'
5 +27T[V (W* —wcosf)'] o] H( ww )
1 sin ¢

_p o ST g AT ww T
5 27THWH( +an —ww'),

where u is the unit vector along w* — W cos 6 direction.
And for 6 = 0, Hessian V2R(w) = 1I. We prove this by taking the limit. For v = w*
VR(w + ev) — VR(w)

e—0 €

L,
= =V.
2
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For any v L w*, the angle 6 between w + e and w* is G(M) up to first order in €, we have:

VR(w +ev) — VR(w)

V2R(w) - ¥ = lim
e—0 €
g L W W O()9) Ol Hol) 1
2 27 e—=0 € 2
This finishes the proof. O

Lemma 47. The population loss function R is O(1)-bounded, O(1)-Lipschitz, O(\/d)-gradient
Lipschitz, and O(d)-Hessian Lipschitz.

Proof. The bounded, Lipschitz, and gradient Lipschitz are all very straightforward given the formula
of gradient and Hessian. We will focus on proving Hessian Lipschitz. Equivalently, we show upper
bounds on following quantity:

i [V2R(W +e¥) = V2R(wW)||

e—0 €

Note that the change in 6 is at most O(ﬁ), we have:

IV2R(w + e¥) — VZR(w)|| < O(W> + o(e).

This gives:
2 3\ Y72 1
i IV2R(w + ev) — V2R(w)||

=0 € [[wi}?

which finishes the proof.
O

Proof of Lemma 16. For four claims in Lemma 16, claim 1 follows from Lemma 43; claim 2 follows
from Lemma 47; claim 3 follows from Lemma 45; claim 4 follows from Lemma 44 and Lemma 42.
]

G.2 Proof of Theorem 17

Proof. The sample complexity O(d4 /€3) can be directly computed from Lemma 16 and Theorem 7.
O

H Proof of Stochastic gradient descent

Here for completeness we give the result for perturbed stochastic gradient descent, which is a adap-
tation of results in Jin et al. [2017] and will be formally presented in Jin et al. [2018].

Given stochastic gradient oracle g, where Eg(x; ) = V f(x), and

Assumption A2. function f satisfies following property:

e f(-)is £-gradient Lipschitz and p-Hessian Lipschitz.

e For any x € R?, g(x; 0) has sub-Gaussian tail with parameter o' /+/d.

Theorem 48. If function f (~) satisfies Assumption A2, then for any 6 > 0, with learning rate
n = 1/¢, perturbation r = O(e) and large mini-batch size m = poly(d, B, ¥, p,0,1/¢,log(1/4)),
PSGD (Algorithm 3) will find e-second-order stationary point of F' with 1—§ probability in following

number of stochastic gradient queries:
~ (LA
€
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Algorithm 3 Perturbed Stochastic Gradient Descent with Minibatch
Input: x(, learning rate 7, noise radius r.
fort=0,1,...,do
sample {6{"),--- 6™} ~ D
gi(x)) & Ty g0 6;)/m |
Xe1 ¢ Xe — 1(8e(xe) + &), & uniformly ~ By(r)
return xr

In order to prove this theorem, let

1 [e3
n= Z? T = X2 F = %X_SC_5a r= GX_SC_Gv m= pOIy(da B,E, P 0, 1/6710g(1/6))7

ny/pe’
(19)
where c is some large constant and x = max{1, log dﬁﬁsf }

2 _2
2>‘62" log %, then for a fixed x, with

Lemma 49. for any A > 0,0 > 0, if minibatch size m >
probability 1 — §, we have:

V56— - > gl 00)] <

i=1

This lemma means, when mini-batch size is large enough, we can make noise in the stochastic
gradient descent polynomially small.

Lemma 50. Consider the setting of Theorem 48, if ||V f(x¢)|| > €, then by running Algorithm I,
with probability 1 — 6, we have f(x411) — f(x¢) < —ne? /4.

Proof. By gradient Lipschitz, and the fact ||| < /20 and with minibatch size m large enough,
with high probability we have ||V f(x;) — g:|| < €/20. Let (; = g« — V f(x:¢) + &, by triangle
inequality, we have ||(;|| < ¢/10 and update equation x;+1 = x; — N(V f(x¢) + {):

FOxern) F00) + (VG ket = ) + S = el
2y
<Fx) = IV SOl + VS GeollIcl + 5 (19761 + 219 5l 16 + P
<) = IV Sl | IV I = 20l + NG < fx) —ne/4
O

Lemma 51. Consider the setting of Theorem 48, if |V f(x¢)|| < € and Anin (V2 f(x1)) < —\/PE,
then by running Algorithm 1, with probability 1 — 6, we have f(x;y7) — f(x;) < —Z.

Proof. See next section. O

Proof of Theorem 48. Combining lemma 50 and 51, we know with probability 1 — %5 , algorithm
will find e-second order stationary point in following iterations:

Ay AT 2A

=L+ =L= <o(=Lx"

ne F ne
Let &' = %(5 and substitute ¢ in y with ¢’, since y = max{1,log %}, this substitution only
affects constants. Finally note in each iteration, we use m queries, which finishes the proof. O
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H.1 Proof of Lemma 51

Lemma 52. Letn < 1, then we have SGD satisfies:
F(xs1) = () < = LIVI GOl + 5nllGel,
where i = g; — V f(x¢) + &
Proof. By assumption, function f is ¢-gradient Lipschitz, we have:
Jxe1) <f(xe) + (VI (xe), X1 — %) + g”xtﬂ —x¢?

2y
<Fx) = n(VFxe), Vo) + Go) + = (IVF G + 20V e 1G]+ 116e])
<Fxe) = SIVF I + 20lIV £ el + S 1612

n 9n
<fx) =TIV £GP + S
which finishes the proof. O

Lemma 53. (Improve or Localize) Suppose {xt}fzo is a SGD sequence, then for allt < T':

T-1

I — o]l < 81T (f(x0) = f(xr)) +500°T Y [1G:],
t=0

where {; = g1 — Vf(x¢) + &

Proof. Foranyt < T — 1, by Lemma 52, we have:
%41 — x> <PV F(xe) + GlI? < 2021V F ()17 + 207G
<8n(f (x¢41 — x¢)) + 500%(|¢ 12

By Telescoping argument, we have:

T-1 T—1
D lxesr = xe]1? < 8n(f(xr) — f(x0)) + 500> > 1G>
t=0 t=0
Finally, by Cauchy-Schwarz, we have for all t < T
t t—1 T—1
e = 0l <3 e = xral)? <3 s =% 2 < T g — 02
T7=1 7=0 7=0
which finishes the proof. O

To study escaping saddle points, we need a notion of coupling. Recall the PSGD update has two
source of randomness: g; — V f(x;) which is the stochasticity inside the gradient oracle and &,
which is the perturbation we deliberately added into the algorithm to help escape saddle points. Let

SGDét) () denote the update via SGD ¢ times with perturbation £ = {5, - - - } fixed. Define Stuck
region:

X5 (%) = {x[x € Bx(yr), and Pr(f(SGD{”)(x)) - f(X) > —~F) > V6}  (20)

Intuitively, the later perturbations of coupling sequence are the same, while the very first perturbation
is used to escape saddle points.

Lemma 54. There exists large enough constant c, so that if |V f(X)|| < € and Anin (V2 f(X)) <
—\/pé€, then the width of X‘fuck(i) along the minimum eigenvector direction of X is at most

dnr/2n/d.
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Proof. To prove this, let e, be the minimum eigenvector direction of V2 f (%), it suffices to show
for any xo,x{, € Bx(nr) so that xg — X{; = Aepn where |\| > dnry/27/d, then either xo ¢
Xiuck( ) or x{, & ituck( X). Let Xg = SGD(‘?)(XO) and X', = SGD'?)(x/) where two sequence

are independent. To show xg & X, bmck (X) orx{, & btULk( X). We first argue showing following with
probability 1 — § suffices:

min{f(xz) — f(X), f(x'7) = f(X)} < =7 1)

Since x & and x|, are independent, we have

Pr(x; € X[uck( X) - Pr(xy € Xtuck( %) =Pr(x; € X5 (%) and x5 € chk( x)) <46

stuck

This gives min{Pr(Xl € Xtuck( ) Pr(XQ € Xtuck( )} < \/gle Xo & stuck( ) or X0 ¢ stuck(i)
by definition.

In the remaining proof, we will proceed proving Eq.(21) by showing two steps:

L. max{f(xo) — f(x), f(x0) — f(X)} <.F
2. min{f(x7) — f(x0), f(x/5) — f(x0)} < —2.% with probability 1 — §

The final result immediately follow from triangle inequality.

Part 1. Since x¢ € Bx(nr) and ||V f(x)|| < €, by smoothness, we have:

2
Flx0) = J(®) < enr+ () < O(Gx e ®) < 7

, and constant ¢ large enough. By symmetry, we can also

The last inequality is due to ¢/ \ﬁ >1
0) — f(x).

prove same upper bound for f(x

Part 2. Assume the contradiction min{ f(xz) — f(xo0), f(x5) — f(x()} > —2.%, by Lemma 53
(mote [|¢|| < llgr — Vf(xe)| + [|&]] < 2r with high probability when m is large enough), with
1 — /2 probability, this implies localization:

vt <7, max{|x — x|, [x; — x|}

<max{|[x; — xo|l + [[xo — |, [Ix; — xg]| + lIxo — X[}

S R I

That is, both SGD sequence {x;};7, and {x}};7, will not leave a local ball with radius . around
%. Denote H = V2 f(x). By stochastic gradient update x; 1 = x; — 1(g:(x¢) + &), we can track
the difference sequence w; := x; — X} as:

Wi =wi — [V f(x;) = VF(xp)] = nhe = (T —nH)wi — n(Arw; + hy)

t
== M) wo —n > T—nH)"(Arw, + h,),
7=0
where H = V2f(x) and A; = fo [V2f(x) + 0(x; — x}) — H]dO and h; = gi(x;) — gi(x}) —
[Vf(x;) — Vf(x})]. By Hessian Lipschitz, we have ||A;|| < pmax{|x;, — X[, ||x} — X||} < p.&.
We use induction to prove following:

t—1
In Y (X = M) T (Arwr + hy)w, || < *II(I*nH) woll

7=0

That is, the first term is always the dominating term. It is easy to check for base case t = 0; we have
0 < ||wo]|/2. Suppose for all ¢’ < ¢ the induction holds, this gives:

t'—1
lwee || < (T = 1) woll + IIn D~ (X = yH)" 7 (Arwy + ho) | < 2[[(T—1H)" woll

7=0
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Denote ¥ = Apin (V2 f(X)), for case t + 1 < 7, we have:

t t t
In Y (X =1 H) T Arwo|| <nps Y X = k) T [[woll < mp” (L +17)" [ wol

7=0 7=0 7=0
<npL (t+ D)X — nH) T wol| < np T||(X — nH)  wo

1
<21 )" ol
where the third last inequality use the fact wy is along minimum eigenvector direction of H, the last
inequality uses the fact np.#T = ¢~! < 1/4 for c large enough.
On the other hand, with 1 — §/2 probability, we also have:

t t
_ _r max, ||h, 1
I Y@= ) hel <0 300+ i) el < 1) 2 R Sy gt
7=0 7=0

where the last inequality requires max, ||k, || < «y||wo|| which can be achieved by making minibatch
size m large enough. Now, by triangular inequality, we finishes the induction.

Finally, we have:

T -1

Iwar || >N(@ = nH) 7 woll = In > (T—nH)7 7 (Arw, + k)|
7=0
<1+nm Iwoll

*H(I—UH) woll =

—92X¢ . 56X 3C l >8\/> -1 72

where the last inequality requires

gxe 5 16 wd ey
Vor 6 \/7
Since y = max{1, log } it is easy to verify when c large enough, above inequality holds. This

gives |wz| > 2.7, Wthh contradicts with the localization fact max{||x7 — x|, [|x/, — x|} <

O

Proof of Lemma 51. Let ro = 0ry/ 2" and applying Lemma 54, we know X% 4 (x;) has at most

width nrg in the minimum eigenvector direction of V2 f(x;) and thus,

Vol(X5,) < Vol(BS™" (1) - 1o
which gives:
Vol(Xgq)  _ nro x VolBY V' (nr))  rg T(4+1) Lo JaL s
VolBL () = VolBY (r)) WED(§+3) " rvm V2o 27

Therefore with 1 —  probability, the perturbation lands in IB%,@ (pr) =X, ¢

stuck? where by definition we
have with probability at least 1 — v/

F(SGD{”) (x)) - f(%) < ~F

Therefore the probabilty of escaping saddle point is (1 — §)(1 — v/§) > 1 — 21/5. Reparametrizing
8" = 2+/6 only affects constant factors in , hence we finish the proof. O
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