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Abstract

Graph clustering is a fundamental task in many data-mining and machine-learning
pipelines. In particular, identifying a good hierarchical structure is at the same time
a fundamental and challenging problem for several applications. The amount of
data to analyze is increasing at an astonishing rate each day. Hence there is a need
for new solutions to efficiently compute effective hierarchical clusterings on such
huge data.
The main focus of this paper is on minimum spanning tree (MST) based clusterings.
In particular, we propose affinity, a novel hierarchical clustering based on Bor̊uvka’s
MST algorithm. We prove certain theoretical guarantees for affinity (as well as
some other classic algorithms) and show that in practice it is superior to several
other state-of-the-art clustering algorithms.
Furthermore, we present two MapReduce implementations for affinity. The first
one works for the case where the input graph is dense and takes constant rounds. It
is based on a Massively Parallel MST algorithm for dense graphs that improves
upon the state-of-the-art algorithm of Lattanzi et al. [34]. Our second algorithm has
no assumption on the density of the input graph and finds the affinity clustering in
O(log n) rounds using Distributed Hash Tables (DHTs). We show experimentally
that our algorithms are scalable for huge data sets, e.g., for graphs with trillions of
edges.

1 Introduction

Clustering is a classic unsupervised learning problem with many applications in information retrieval,
data mining, and machine learning. In hierarchical clustering the goal is to detect a nested hierarchy
of clusters that unveils the full clustering structure of the input data set. In this work we study the
hierarchical clustering problem on real-world graphs. This problem has received a lot of attention
in recent years [13, 16, 41] and new elegant formulations and algorithms have been introduced.
Nevertheless many of the newly proposed techniques are sequential, hence difficult to apply on large
data sets.
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With the constant increase in the size of data sets to analyze, it is crucial to design efficient large-scale
solutions that can be easily implemented in distributed computing platforms (such as Spark [45]
and Hadoop [43] as well as MapReduce and its extension Flume [17]), and cloud services (such as
Amazon Cloud or Google Cloud). For this reason in the past decade several papers proposed new
distributed algorithms for classic computer science and machine learning problems [3, 4, 7, 14, 15, 19].
Despite these efforts not much is known about distributed algorithms for hierarchical clustering. There
are only two works analyzing these problems [27, 28], and neither gives any theoretical guarantees
on the quality of their algorithms or on the round complexity of their solutions.

In this work we propose new parallel algorithms in the MapReduce model to compute hierarchical
clustering and we analyze them from both theoretical and experimental perspectives. The main idea
behind our algorithms is to adapt clustering techniques based on classic minimum spanning tree
algorithms such as Bor̊uvka’s algorithm [11] and Kruskal’s algorithm [33] to run efficiently in parallel.
Furthermore we also provide a new theoretical framework to compare different clustering algorithms
based on the concept of a “certificate” and show new interesting properties of our algorithms.

We can summarize our contribution in four main points.

First, we focus on the distributed implementations of two important clustering techniques based
on classic minimum spanning tree algorithms. In particular we consider linkage-based clusterings
inspired by Kruskal’s algorithm and a novel clustering called affinity clustering based on Bor̊uvka’s
algorithm. We provide new theoretical frameworks to compare different clustering algorithms based
on the concept of a “certificate” as a proof of having a good clustering and show new interesting
properties of both affinity and single-linkage clustering algorithms.

Then, using a connection between linkage-based clustering, affinity clustering and the minimum
spanning tree problem, we present new efficient distributed algorithms for the hierarchical clustering
problem in a MapReduce model. In our analysis we consider the most restrictive model for distributed
computing, called Massively Parallel Communication, among previously studied MapReduce-like
models [10, 23, 30]. Along the way, we obtain a constant round MapReduce algorithm for minimum
spanning tree (MST) of dense graphs (in Section 5). Our algorithm for graphs with Θ(n1+c) edges
and for any given ε with 0 < ε < c < 1, finds the MST in dlog(c/ε)e+1 rounds using Õ(n1+ε) space
per machine andO(nc−ε) machines (i.e., optimal total space). This improves the round complexity of
the state-of-the-art MST algorithm of Lattanzi et al. [34] for dense graphs which requires up to dc/εe
rounds using the same number of machines and space. Prior to our work, no hierarchical clustering
algorithm was known in this model.

Then we turn our attention to real world applications and we introduce efficient implementations of
affinity clustering as well as classic single-linkage clustering that leverage Distributed Hash Tables
(DHTs) [12, 31] to speed up computation for huge data sets.

Last but not least, we present an experimental study where we analyze the scalability and effectiveness
of our newly introduced algorithms and we observe that, in most cases, affinity clustering outperforms
all state-of-the-art algorithms from both quality and scalability standpoints.2

2 Related Work

Clustering and, in particular, hierarchical clustering techniques have been studied by hundreds of
researchers [16, 20, 22, 32]. In social networks, detecting the hierarchical clustering structure is a
basic primitive for studying the interaction between nodes [36, 39]. Other relevant applications of
hierarchical clustering can be found in bioinformatics, image analysis and text classification.

Our paper is closely related to two main lines of research. The first one focuses on studying
theoretical properties of clustering approaches based on minimum spanning trees (MSTs). Linkage-
based clusterings (often based on Kruskal’s algorithm) have been extensively studied as basic
techniques for clustering datasets. The most common linkage-based clustering algorithms are single-
linkage, average-linkage and complete-linkage algorithms. In [44], Zadeh and Ben-David gave a
characterization of the single-linkage algorithm. Their result has been then generalized to linkage-
based algorithms in [1]. Furthermore single-linkage algorithms are known to provably recover a
ground truth clustering if the similarity function has some stability properties [6]. In this paper we

2Implementations are available at https://github.com/MahsaDerakhshan/AffinityClustering.
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introduce a new technique to compare clustering algorithms based on “certificates.” Furthermore we
introduce and analyze a new algorithm—affinity—based on Bor̊uvka’s well-known algorithm. We
show that affinity is not only scalable for huge data sets but also its performance is superior to several
state-of-the-art clustering algorithms. To the best of our knowledge though Bor̊uvka’s algorithm is a
well-known and classic algorithm, not many clustering algorithms have been considered based on
Bor̊uvka’s.

The second line of work is closely related to distributed algorithms for clustering problems. Several
models of MapReduce computation have been introduced in the past few years [10, 23, 30]. The first
paper that studied clustering problems in these models is by Ene et al. [18], where the authors prove
that any α approximation algorithm for the k-center or k-median problems can produce 4α+ 2 and
10α+3 approximation factors, respectively, for the k-center or k-median problems in the MapReduce
model. Subsequently several papers [5, 7, 8] studied similar problems in the MapReduce model. A
lot of efforts also went into studying efficient algorithms on graphs [3, 4, 7, 15, 14, 19]. However the
problem of hierarchical clustering did not receive a lot of attention. To the best of our knowledge
there are only two papers [27, 28] on this topic, and neither analyzes the problem formally or proves
any guarantee in any MapReduce model.

3 Minimum Spanning Tree-Based Clusterings

We begin by going over two famous algorithms for minimum spanning tree and define the corre-
sponding algorithms for clustering.

Bor̊uvka’s algorithm and affinity clustering: Bor̊uvka’s algorithm [11], first published in 1926, is
an algorithm for finding a minimum spanning tree (MST)3. The algorithm was rediscovered a few
times, in particular by Sollin [42] in 1965 in the parallel computing literature. Initially each vertex
forms a group (cluster) by itself. The algorithm begins by picking the cheapest edge going out of
each cluster, in each round (in parallel) joins these clusters to form larger clusters and continues
joining in a similar manner until a tree spanning all vertices is formed. Since the size of the smallest
cluster at least doubles each time, the number of rounds is at most O(log n). In affinity clustering, we
stop Bor̊uvka’s algorithm after r > 0 rounds when for the first time we have at most k clusters for a
desired number k > 0. In case the number of clusters is strictly less than k, we delete the edges that
we added in the last round in a non-increasing order (i.e., we delete the edge with the highest weight
first) to obtain exactly k clusters. To the best of our knowledge, although Bor̊uvka’s algorithm is a
well-known and classic algorithm, clustering algorithms based on it have not been considered much.
A natural hierarchy of nodes can be obtained by continuing Bor̊uvka’s algorithm: each cluster here
will be a subset of future clusters. We call this hierarchical affinity clustering.

We present distributed implementations of Bor̊uvka/affinity in Section 5 and show its scalability even
for huge graphs. We also show affinity clustering, in most cases, works much better than several
well-known clustering algorithms in Section 6.

Kruskal’s algorithm and single-linkage clustering: Kruskal’s algorithm [33] first introduced in
1956 is another famous algorithm for finding MST. The algorithm is highly sequential and iteratively
picks an edge of the least possible weight that connects any two trees (clusters) in the forest.4 Though
the number of iterations in Kruskal’s algorithm is n− 1 (the number of edges of any tree on n nodes),
the algorithm can be implemented in O(m log n) time with simple data structures (m is the number
of edges) and in O(ma(n)) time using a more sophisticated disjoint-set data structure, where a(.) is
the extremely slowly growing inverse of the single-valued Ackermann function.

In single-linkage clustering, we stop Kruskal’s algorithm when we have at least k clusters (trees) for
a desired number k > 0. Again if we desire to obtain a corresponding hierarchical single-linkage
clustering, by adding further edges which will be added in Kruskal’s algorithm later, we can obtain a
natural hierarchical clustering (each cluster here will be a subset of future clusters).

As mentioned above, Kruskal’s Algorithm and single-linkage clustering are highly sequential, however
as we show in Section 5 thinking backward once we have an efficient implementation of Bor̊uvka’s

3More precisely the algorithm works when there is a unique MST, in particular, when all edge weights are
distinct; however this can be easily achieved by either perturbing the edge weights by an ε > 0 amount or have a
tie-breaking ordering for edges with the same weights

4Unlike Bor̊uvka’s method, this greedy algorithm has no limitations on the distinctness of edge weights.
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(or any MST algorithm) in Map-Reduce and using Distributed Hash Tables (DHTs), we can achieve
an efficient parallel implementation of single-linkage clustering as well. We show scalability of this
implementation even for huge graphs in Section 5 and its performance in experiments in Section 6.

4 Guaranteed Properties of Clustering Algorithms

An important property of affinity clustering is that it produces clusters that are roughly of the same
size. This is intuitively correct since at each round of the algorithm, each cluster is merged to at
least one other cluster and as a result, the size of even the smallest cluster is at least doubled. In fact
linkage based algorithms (and specially single linkage) are often criticized for producing uneven
clusters; therefore it is tempting to give a theoretical guarantee for the size ratio of the clusters that
affinity produces. Unfortunately, as it is illustrated in Figure 1, we cannot give any worst case bounds
since even in one round we may end up having a cluster of size Ω(n) and another cluster of size
O(1). As the first property, we show that at least in the first round, this does not happen when the
observations are randomly distributed. Our empirical results on real world data sets in Section 6.1,
further confirm this property for all rounds, and on real data sets.

Figure 1: An example of how affinity may produce a large component in one round.

We start by defining the nearest neighbor graph.

Definition 1 (Nearest Neighbor Graph). Let S be a set of points in a metric space. The nearest
neighbor graph of S, denoted by GS , has |S| vertices, each corresponding to an element in S and if
a ∈ S is the nearest element to b ∈ S in S, graph GS contains an edge between the corresponding
vertices of a and b.

At each round of affinity clustering, all the vertices that are in the same connected component of the
nearest neighbor graph will be merged together5. Thus, it suffices to bound the connected components’
size.

For a random model of points, consider a Poisson point process X in Rd (d ≥ 1) with density 1.
It has two main properties. First, the number of points in any finite region of volume V is Poisson
distributed with mean V . Second, the number of points in any two disjoint regions are independent
of each other.

Theorem 1 (Häggström et al. [38]). For any d ≥ 2, consider the (Euclidean distance) nearest
neighbor graph G of a realization of a Poisson point process in Rd with density 1. All connected
components of G are finite almost surely.

Theorem 1 implies that the size of the maximum connected component of the points within any finite
region in Rd is bounded by almost a constant number. This is a very surprising result compared to
the worst case scenario of having a connected component that contains all the points.

Note that although the aforementioned bound holds for the first round of affinity, after the connected
components are contracted, we cannot necessarily assume that the new points are Poisson distributed
and the same argument cannot be used for the rest of the rounds.

Next we present further properties of affinity clustering. Let us begin by introducing the concept of
“cost” for a clustering solution to be able to compare clustering algorithms.

Definition 2. The cost of a cluster is the sum of edge lengths (weights) of a minimum Steiner tree
connecting all vertices inside the cluster. The cost of a clustering is the sum of the costs of its clusters.
Finally a non-singleton clustering of a graph is a partition of its vertices into clusters of size at least
two.

Even one round of affinity clustering often produces good solutions for several applications. Now we
are ready to present the following extra property of the result of the first round of affinity clustering.

5Depending on the variant of affinity that we use, the distance function will be updated.
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Theorem 2. The cost of any non-singleton clustering is at least half of that of the clustering obtained
after the first round of affinity clustering.

Before presenting the proof of Theorem 2, we need to demonstrate the concept of disc painting
introduced previously in [29, 2, 21, 9, 25]. In this setting, we consider a topological structure of
a graph metric in which each edge is a curve connecting its endpoints whose length is equal to its
weight. We assume each vertex has its own color. A disc painting is simply a set of disjoint disks
centered at terminals (with the same colors of the center vertices). A disk of radius r centered at
vertex v paints all edges (or portions) of them which are at distance r from vertex v with the color of
v. Thus we paint (portions of) edges by different disks each corresponding to a vertex and each edge
can be painted by at most two disks. With this definition of disk painting, we now demonstrate the
proof of Theorem 2.

Next we turn our focus to obtain structural properties for single-linkage clustering. We denote by Fk
the set of edges added after k iterations of Kruskal, i.e., when we have n−k clusters in single-linkage
clustering. Note that Fk is a forest, i.e., a set of edges with no cycle. First we start with an important
observation whose proof comes directly from the description of the single-linkage algorithm.
Proposition 3. Suppose we run single-linkage clustering until we have n− k clusters. Let doutside
be the minimum distance between any two clusters and dinside be the maximum distance of any edge
added to forest Fk. Then doutside ≥ dinside.

We note that Proposition 3 demonstrates the following important property of single-linkage clustering:
Each vertex of a cluster at any time has a neighbor inside to which is closer than any other vertex
outside of its clusters.

Next we define another criterion for desirability of a clustering algorithm. This generalizes Proposi-
tion 3.
Definition 3. An α-certificate for a clustering algorithm, where α ≥ 1, is an assignment of shares to
each vertex of the graph with the following two properties: (1) The cost of each cluster is at most
α times the sum of shares of vertices inside the cluster; (2) For any set S of vertices containing at
most one from each cluster in our solution, the imaginary cluster S costs at least the sum of shares of
vertices in S.

Note that intuitively the first property guarantees that vertices inside each cluster can pay the cost of
their corresponding cluster and that there is no free-rider. The second property intuitively implies we
cannot find any better clustering by combining vertices from different clusters in our solution.

Next we show that there always exists a 2-certificate for single-linkage clustering guaranteeing its
worst-case performance.
Theorem 4. Single-linkage always produces a clustering solution that has a 2-certificate.

5 Distributed Algorithms

5.1 Constant Round Algorithm For Dense Graphs

Unsurprisingly, finding the affinity clustering of a given graph G is closely related to the problem of
finding its Minimum Spanning Tree (MST). In fact, we show the data that is encoded in the MST ofG
is sufficient for finding its affinity clustering (Theorem 9). This property is also known to be true for
single linkage [24]. For MapReduce algorithms this is particularly useful because the MST requires a
substantially smaller space than the original graph and can be stored in one machine. Therefore, once
we have the MST, we can obtain affinity or single linkage in one round.

The main contribution of this section is an algorithm for finding the MST (and therefore the affinity
clustering) of dense graphs in constant rounds of MapReduce which improves upon prior known
dense graph MST algorithms of Karloff et al. [30] and Lattanzi et al. [34].

Theoretical Model. Let N denote the input size. There are a total number of M machines and each
of them has a space of size S. Both S and M must be substantially sublinear in N . In each round,
the machines can run an arbitrary polynomial time algorithm on their local data. No communication
is allowed during the rounds but any two machines can communicate with each other between the
rounds as long as the total communication size of each machine does not exceed its memory size.

5



Algorithm 1 MST of Dense Graphs
Input: A weighted graph G
Output: The minimum spanning tree of G

1: function MST(G = (V,E), ε)
2: c← logn (m/n) . Since G is assumed to be dense we know c > 0.
3: while |E| > O(n1+ε) do
4: REDUCEEDGES(G, c)
5: c← (c− ε)/2
6: Move all the edges to one machine and find MST of G in there.
7: function REDUCEEDGES(G = (V,E), c)
8: k ← n(c−ε)/2

9: Independently and u.a.r. partition V into k subsets {V1, . . . , Vk}.
10: Independently and u.a.r. partition V into k subsets {U1, . . . , Uk}.
11: Let Gi,j be a subgraph of G with vertex set Vi ∪ Uj containing any edge (v, u) ∈ E(G)

where v ∈ Vi and u ∈ Uj .
12: for any i, j ∈ {1, . . . , k} do
13: Send all the edges of Gi,j to the same machine and find its MST in there.
14: Remove an edge e from E(G) , if e ∈ Gi,j and it is not in MST of Gi,j .

This model is called Massively Parallel Communication (MPC) in the literature and is “arguably the
most popular one” [26] among MapReduce like models.
Theorem 5. Let G = (V,E) be a graph with n vertices and n1+c edges for any constant c > 0 and
let w : E 7→ R+ be its edge weights. For any given ε such that 0 < ε < c, there exists a randomized
algorithm for finding the MST of G that runs in at most dlog (c/ε)e+ 1 rounds of MPC where
every machine uses a space of size Õ(n1+ε) with high probability and the total number of required
machines is O(nc−ε).

Our algorithm, therefore, uses only enough total space (Õ(n1+c)) on all machines to store the input.

The following observation is mainly used by Algorithm 1 to iteratively remove the edges that are not
part of the final MST.
Lemma 6. Let G′ = (V ′, E′) be a (not necessarily connected) subgraph of the input graph G. If an
edge e ∈ E′ is not in the MST of G′, then it is not in the MST of G either.

To be more specific, we iteratively divide G into its subgraphs, such that each edge of G is at least in
one subgraph. Then, we handle each subgraph in one machine and throw away the edges that are not
in their MST. We repeat this until there are only O(n1+ε) edges left in G. Then we can handle all
these edges in one machine and find the MST of G. Algorithm 1 formalizes this process.
Lemma 7. Algorithm 1 correctly finds the MST of the input graph in dlog (c/ε)e+ 1 rounds.

By Lemma 6 we know any edge that is removed from is not part of the MST therefore it suffices to
prove the while loop in Algorithm 1 takes dlog (c/ε)e+ 1 iterations.

Lemma 8. In Algorithm 1, every machine uses a space of size Õ(n1+ε) with high probability.

The combination of Lemma 7 and Lemma 8 implies that Algorithm 1 is indeed in MPC and
Theorem 5 holds. See supplementary material for omitted proofs.

The next step is to prove all the information that is required for affinity clustering is indeed contained
in the MST.
Theorem 9. Let G = (V,E) denote an arbitrary graph, and let G′ = (V,E′) denote the minimum
spanning tree of G. Running affinity clustering algorithm on G gives the same clustering of V as
running this algorithm on G′.

By combining the MST algorithm given for Theorem 5 and the sufficiency of MST for computing
affinity clustering (Theorem 9) and single linkage ([24]) we get the following corollary.
Corollary 10. Let G = (V,E) be a graph with n vertices and n1+c edges for any constant c > 0
and let w : E 7→ R+ be its edge weights. For any given ε such that 0 < ε < c, there exists a
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randomized algorithm for affinity clustering and single linkage that runs in dlog (c/ε)e+ 1 rounds of
MPC where every machine uses a space of size Õ(n1+ε) with high probability and the total number
of required machines is O(nc−ε).

5.2 Logarithmic Round Algorithm For Sparse Graphs

Consider a graph G(V,E) on n = |V | vertices, with edge weights w : E 7→ R. We assume that the
edge weights denote distances. (The discussion applies mutatis mutandis to the case where edge
weights signify similarity.)

The algorithm works for a fixed number of synchronous rounds, or until no further progress is made,
say, by reaching a single cluster of all vertices. Each round consists of two steps: First, every vertex
picks its best edge (i.e., that of the minimum weight) at each round; and then the graph is contracted
along the selected edges. (See Algorithm 2 in the appendix.)

For a connected graph, the algorithm continues until a single cluster of all vertices is obtained. The
supernodes at different rounds can be thought of as a hierarchical clustering of the vertices.

While the first step of each round has a trivial implementation in MapReduce, the latter might
take Ω(log n) MapReduce rounds to implement, as it is an instance of the connected components
problem. Using a DHT was shown to significantly improve the running time here, by implementing
the operation in one round of MapReduce [31]. Basically we have a read-only random-access table
mapping each vertex to its best neighbor. Repeated lookups in the table allows each vertex to follow
the chain of best neighbors until a loop (of length two) is encountered. This assigns a unique name for
each connected component; then all the vertices in the same component are reduced into a supernode.

Theorem 11. The affinity clustering algorithm runs in O(log n) rounds of MapReduce when we have
access to a distributed hash table (DHT). Without the DHT, the algorithm takes O(log2 n) rounds.

6 Experiments

6.1 Quality Analysis

In this section, we compare well known hierarchical and flat clustering algorithms, such as k-means,
single linkage, complete linkage and average linkage with different variants of affinity clustering,
such as single affinity, complete affinity and average affinity. We run our experiments on several data
sets from the UCI database [37] and use Euclidean distance6.

To evaluate the outputs of these algorithms we use Rand index which is defined as follows.

Definition 4 (Rand index [40]). Given a set V = {v1, . . . , vn} of n points and two clusterings
X = {X1, . . . , Xr} and Y = {Y1, . . . , Ys} of V . Define the following.

• a: the number of pairs in V that are in the same cluster in X and in the same cluster in Y .

• b: the number of pairs in V that are in different clusters in X and in different clusters in Y .

the Rand index r(X,Y ) is defined to be (a+ b)/
(
n
2

)
. By having the ground truth clustering T of a

data set, we define the Rand index score of a clustering X , to be r(X,T ).

The Rand index based scores are in range [0, 1] and a higher number implies a better clustering.
For a hierarchical clustering, the level of its corresponding tree with the highest score is used for
evaluations.

Figure 2 (a) compares the Rand index score of different clustering algorithms for different data sets.
We observe that single affinity generally performs really well and is among the top two algorithms
for most of the datasets (all except Glass). Average affinity also seems to perform well and in some
cases (e.g., for Soybean data set) it produces a very high quality clustering compared to others. To
summarize, linkage based algorithms do not seem to be as good as affinity based algorithms but in
some cases k-means could be close.

6We consider Iris, Wine, Soybean, Digits and Glass data sets.
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Figure 2: Comparison of clustering algorithms based on their Rand index score (a) and clusters size
ratio (b).

Table 1: Statistics about datasets used. (Numbers for ImageGraph are approximate.) The fifth column
shows the relative running time of affinity clustering, and the last column is the speedup obtained by
a ten-fold increase in parallelism.

Dataset # nodes # edges max degree running time speedup
LiveJournal 4,846,609 7,861,383,690 444,522 1.0 4.3
Orkut 3,072,441 42,687,055,644 893,056 2.4 9.2
Friendster 65,608,366 1,092,793,541,014 2,151,462 54 5.9
ImageGraph 2× 1010 1012 14000 142 4.1

Another property of the algorithms that we measure is the clusters’ size ratio. LetX = {X1, . . . , Xr}
be a clustering. We define the size ratio ofX to be mini,j∈[r] |Xi|/|Xj |. As it is visualized in Figure 2
(b), affinity based algorithms have a much higher size ratio (i.e., the clusters are more balanced)
compared to linkage based algorithms. This confirms the property that we proved for Poisson
distributions in Section 4 for real world data sets. Hence we believe affinity clustering is superior
to (or at least as good as) the other methods when the dataset under consideration is not extremely
unbalanced.

6.2 Scalability

Here we demonstrate the scalability of our implementation of affinity clustering. A collection of
public and private graphs of varying sizes are studied. These graphs have between 4 million and 20
billion vertices and from 4 billion to one trillion edges. The first three graphs in Table 1 are based on
public graphs [35]. As most public graphs are unweighted, we use the number of common neighbors
between a pair of nodes as the weight of the edge between them. (This is computed for all pairs,
whether they form a pair in the original graph or not, and then new edges of weight zero are removed.)
The last graph is based on (a subset of) an internal corpus of public images found on the web and
their similarities.

We note that we use the “maximum” spanning tree variant of affinity clustering; here edge weights
denote similarity rather than distance.

While we cannot reveal the exact running times and number of machines used in the experiments, we
report these quantities in “normalized form.” We only run one round of affinity clustering (consisting
of a “Find Best Neighbors” and a “Contract Graph” step). Two settings are used in the experiments.
We once use W MapReduce workers and D machines for the DHT, and compare this to the case with
10W MapReduce workers and D machines for the DHT. This ten-fold increase in the number of
MapReduce workers leads to four- to ten-fold decrease in the total running time for different datasets.
Each running time is itself the average over three runs to reduce the effect of external network events.

Table 1 also shows how the running time changes with the size of the graph. With a modest number
of MapReduce workers, affinity clustering runs in less than an hour for all the graphs.
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A Appendix

A.1 Section 4

Proof of Theorem 2. For a vertex v of the graph, let vnearest be its nearest neighbor in the first iteration of affinity
clustering. Now for each vertex v of the graph, we paint a disk of radius distance(v, vnearest)/2 with its color
v. By definition, all disks will be disjoint (i.e., paint different parts of the graph). As a result, the union of Steiner
trees corresponding to any non-singleton clustering must intersect each disk at least to the extend of the disk’s
radius. Therefore, the total length of the union of Steiner trees is at least

∑
v∈V (G) distance(v, vnearest)/2

which is half the cost of the affinity clustering just after the first round.

Proof of Theorem 4. First we start with the notion of moat painting which is a generalization of disk painting
described above. A moat is a generalization of a disk which surrounds a set of vertices and its color is that of
one of the vertices in this set. The depth of a moat generalizes the concept of the radius of a disk and is the
minimum length that any path should traverse from outside the moat to inside the moat. Bateni, Hajiaghayi, and
Marx [9] introduce the concept of prize-collecting clustering which itself builds on primal-dual algorithms of
Goemans and Williamson [21] and Agrawal, Klein and Ravi [2]. It is also worth mentioning that the idea of disc
painting and its intuitive analysis predates the modern primal-dual analysis and it is originally introduced by
Jünger and Pulleyblank [29]. Via prize-collecting clustering Bateni et al. build a moat painting (with disjoint
moats) for clusters generated by single-linkage clustering since single-linkage clustering is a special case of their
prize-collecting clustering (with infinite penalties for all vertices). The share of each vertex in our certificate is
the sum of depths of the moats surrounding the vertex with the same color as the vertex itself.

Now the factor two in Property 1 of the certificate indeed comes directly from factor two in the approximation
guarantee of Bateni et al. [9].

Proof of Property 2 of our certificate is Similar to that of Theorem 2. Disjointness of moats implies that any
Steiner tree of a set S of vertices must intersect each moat at least to the extent of its depth, and these moats
paint disjoint portions of edges in any Steiner tree of set S. Thus the cost of (an imaginary cluster) S is at least
the sum of the depths of moats with colors of any vertex in S which in turn is equal to the sum of the shares of
the vertices in S. This proves Property 2 of our certificate.

A.2 Section 5.1

Proof of Lemma 6. It is a known fact that any graph with distinct edge weights has a unique MST. LetM denote
the MST of G and let M ′ denote the MST of G′. For the sake of contradiction, assume that there exists an edge
e = (u, v) ∈M that is not in M ′. Since e 6∈M ′, there is a path p from v to u in M ′ where w(e′) < w(e) for
any e′ ∈ p. Removing e from M partitions it into two connected components, one of which contains vertex
u and the other one contains vertex v. We already know that path p connects u to v, so it has at least an edge
e′ that connects these two components. Since w(e′) < w(e), we can replace e with e′ in M to obtain a better
MST for G, which is a contradiction.

Proof of Lemma 7. Let cr denote the value of variable c at the r-th iteration (round) of the while loop in
Algorithm 1. At round r, the algorithm independently and uniformly at random partitions the vertices of G
into two partition sets U = {U1, . . . , Ukr}, and V = {V1, . . . , Vkr}, where kr = n(cr−ε)/2. Then, for any
i, j ∈ {1, .., kr}, it finds the MST of Gi,j , which we denote by Ti,j , and removes any edge in Gi,j that is not in
Ti,j . By Lemma 6, none of the removed edges are part of the solution. Therefore if the algorithm terminates, the
output is indeed correct.

Now it suffices to prove the algorithm terminates in dlog (c/ε)e+ 1 rounds.

We first prove the total number of edges that will be kept by the end of the r-th round is at most krn. The
key observation is that the MST of a subgraph with n′ vertices has at most n′ − 1 edges. This allows us to
charge each edge of Ti,j to one of the vertices of Gi,j such that no two edges of Ti,j are charged to the same
vertex. Fix any vertex v and assume it is in set Vi. Vertex v is charged by at most kr edges since v is only in
Gi,1, Gi,2, . . . , Gi,kr . This means all the vertices combined are charged by at most krn edges and hence krn is
an upper bound for the number of edges that are left by the end of the r-th round. Recall that kr = n(cr−ε)/2,
hence krn = n1+(cr−ε)/2. On the other hand, note that cr < c/2r since c0 = c and cr = (cr−1 − ε)/2. This
implies that in round dlog (c/ε)e,

cdlog (c/ε)e <
c

2dlog (c/ε)e <= ε.

Therefore after dlog (c/ε)e rounds at most O(n1+ε) edges are left in the graph. This is exactly the termination
condition of the while loop. In the final round of the algorithm, we send all the remaining edges to one machine
and find the MST of G, therefore it takes at most dlog (c/ε)e + 1 rounds for the algorithm to terminate and
correctly report the MST.
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We first state a lemma that will be useful in proving the forthcoming lemmas.

Lemma 12. Let β be a constant number in (1, 2), and let S = {x1, . . . , xn} be a set of numbers where∑n
i=1 xi = nβ , and maxni=1 xi ≤ n. For any two constant numbers c and α where 0 < α ≤ b, if we distribute

members of S into nα groups uniformly and independently at random, with probability at least 1− logn
nc

, total
sum of the numbers in any group is at most Õ(nβ−α).

Proof. Let Gi denote the i-th group, and let Dj ⊂ S denote the set of numbers such that for any x ∈ Dj ,
2j−1 ≤ x ≤ 2j . For any i and j with j ∈ {1, . . . , logn} and i ∈ {1, . . . , nα} we prove that with probability
at least 1− 1

nc
, ∑

x∈Dj∩Gi

x ≤ Õ(nβ−α).

It obviously holds for any j where |Dj | ≤ nβ−α−1 since n · nβ−α−1 = nβ−α. In addition for any j that
|Dj | > nβ−α−1, by a simple application of Chernoff bound, weith probability at least 1 − 1

nc
for any Gi,

|Dj ∩Gi| ≤ c|Dj | logn
nα

. Since |Dj | ≤ O(n
β

2j
), and

∑
x∈Dj∩Gi x ≤ 2j · |Dj ∩Gi|, we have

∑
x∈Dj∩Gi

deg(v) ≤ 2j ·O(
nβ logn

2jnα
) = Õ(nβ−α).

Therefore by Union bound with probability at least 1− logn
nc

, for any Gi,

∑
x∈Gi

x =

logn∑
j=1

∑
x∈Dj∩Gi

x ≤
logn∑
j=1

Õ(nβ−α) = Õ(nβ−α),

concluding the proof.

Proof of Lemma 8. Let G denote the graph in an arbitrary round of the algorithm which has n1+c edges. Note
that in any round of the algorithm we have two sets of graph partitions, denoted by U = {U1, . . . , Uk} and
V = {V1, . . . , Vk}, where k = n(c−ε)/2. Moreover, Gi,j is the subgraph with vertex set Vi ∪ Ui that contains
all the edges of G with one end-point in Vi and one end-point in Uj . To prove this algorithm does not violate the
space limits, we need to prove for any i and j that Gi,j has at most Õ(n1+ε) edges. We first give a bound for
the total degree of vertices in one partition. Then we prove that with high probability the number of edges in any
machine is Õ(n1+ε). Let deg(v) denote the degree of vertex v in graph G, and let degi,j(v) denote the degree
of vertex v in Gi,j .

Note that |V | = n(c−ε)/2 , and the total degree of vertices in G is O(n1+c). By Lemma 12, for any partition
Vi ∈ V , with probability at least 1− logn/n3,∑

v∈Vi

degi(v) = Õ(n1−c/n(c−ε)/2) = Õ(n1−(c+ε)/2).

Let deg(Vi) :=
∑
v∈Vi deg(v) denote the sum of degrees of all the vertices in Vi. Note that for any edge

e ∈ G whose one end point is in Vi, there exists exactly one j ∈ [k] such that e is in Gi,j . Therefore,∑k
j=1 |E(Gi,j)| = deg(Vi).

Since |U | = n(c−ε)/2, by Lemma 12, with probability at least 1− logn/n3, for any j,

|E(Gi,j)| = Õ(
deg(Vi)

n(c−ε)/2 ).

If deg(Vi) = Õ(n1−(c+ε)/2), then with probability at least 1 − logn/n3, for any j, |E(Gi,j)| = Õ(n1+ε)
which is the space of each machine. By an application of Union bound, probability of holding |E(Gi,j)| =

Õ(n1+ε) for any i, j is
1− (k + 1) · (logn/n3) ≥ 1− logn/n2.

By Lemma 7, the number of rounds of this algorithm is dlog (c/ε)e + 1, therefore with probability at least
1− (dlog (c/ε)e+ 1) · logn/n2 (high probability) throughout this algorithm each machine needs a space of at
most Õ(n1+ε).

Proof of Theorem 9. For the sake of contradiction assume that running affinity clustering on G gives a different
clustering of V than running it on G′. For any round i, and graph H let C(i,H) denote the set of clusters
that we have in round i of running affinity clustering algorithm on graph H . It is easy to see that C(0, G′) =
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Algorithm 2 Affinity Clustering
Input: A graph G = (V,E)
Output: One clustering (denoted by mapping λi) per level

1: i← 0
2: repeat
3: Find Best Neighbors for G to get λ . See Algorithm 3 in the appendix.
4: Contract Graph G based on λ to get G′ . See Algorithm 4 in the appendix.
5: G← G′

6: λi ← λ
7: i← i+ 1
8: until λ is the identity mapping

Algorithm 3 Find Best Neighbors
Input: A graph G = (V,E)
Output: A mapping λ : V 7→ V
Run the following MapReduce where N(v) is the set of neighbors of v ∈ V .
Map 〈u;N(u)〉

1: if N(u) = ∅ then
2: Emit 〈u;u〉
3: else
4: v ← arg minv∈N(u) w(u, v)
5: Emit 〈u; v〉

Reduce 〈u; v〉
1: Emit 〈u; v〉

C(0, G) = V . Let j denote the first round that C(j,G′) 6= C(j,G). This means that there exists at least one
cluster c1 in both C(j − 1, G′) and C(j − 1, G) that its cheapest edge going out of the cluster in G, denoted by
e1, is different from its cheapest edge going out of the cluster in G′, denoted by e2. We know E′ ⊂ E, therefore
w(e2) > w(e1). Let e1 = (u, v). Since G′ is an MST of G there is a path p in G′ from u to v such that any
edge in this path is cheaper than e1 (otherwise we can replace e1 with an edges of p in G′ and decrease the
cost of the MST which is a contradiction). Existing a path between u and v with all the edges cheaper than e1,
implies that there is an edge going out of cluster c1 in E′ that is cheaper than e1 which is a contradiction since
E′ ⊂ E and e1 is the cheapest edge going out of the cluster c1 in G.

A.3 Section 5.2

Algorithm 2 shows the MapReduce implementation using DHTs. To implement the algorithm purely in
MapReduce without a DHT, we only need to replace the Map phase of Algorithm 4 (see the appendix) with the
connected-components algorithm developed in prior work [31].

Proof of Theorem 11. Affinity clustering (Algorithm 2) makes O(logn) calls to “Find Best Neighbors” (Algo-
rithm 3) and “Contract Graph” (Algorithm 4), because each round reduces the number of vertices by a factor
of at least two. “Find Best Neighbors” has a simple logic and takes only one round of MapReduce. “Contract
Graph,” on the other hand, is a special case of the connected components problem, that may be implemented in
O(logn) rounds of MapReduce [31] without a DHT, or in one round using a DHT as shown in Algorithm 4.
As a result, affinity clustering takes O(logn) and O(log2 n) rounds of MapReduce with and without a DHT,
respectively.
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Algorithm 4 Contract Graph
Input: A graph G = (V,E) and mapping λ : V 7→ V
Output: A contracted graph G′ = (V ′, E′)
Run the following MapReduce with random access via a DHT to λ.
Map 〈u;N(u)〉

1: c← v ← u
2: S ← ∅
3: while v 6∈ S do
4: S ← S ∪ {v}
5: c← min(c, v)
6: v ← λ(v)

7: Emit 〈c;N(u)〉
Reduce 〈u;F = {A1, A2, . . . , Al}〉

1: N ←
⋃
A∈F A

2: Emit 〈u;N〉
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