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Theorem 1. The optimal solution \; to the problem in (14) is expressed as

A _ )\ yt = —]_
*7 | min ()\; [(z: — IQ)TA;%(% - I;)rl) Yy = +1

Proof. By using the Schur complement, this condition A;_; — Ay;(z; — ;) (z¢ — 2}) T = 0 can be
expressed as
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If we apply the Schur complemnet again on the above matrix, then it is equivalent to
1/ (Age) = (x = a)TAZ (@ — a).

When y; = +1, we have
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In order to keep an appropriate and stable learning s1peed, we prefer a pre-selected A by imposing
the above limitation through min (X, [(z; — 2}) T4, (z, — z})]71).

When y; = —1, because the summation of two positive definite matrices is still a positive definite
matrix, we simply choose \; = A.
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