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Abstract

We address the question of feature selection in the context of visual
recognition. It is shown that, besides efficient from a computational
standpoint, the infomax principle is nearly optimal in the minimum
Bayes error sense. The concept of marginal diversity is introduced, lead-
ing to a generic principle for feature selection (the principle of maximum
marginal diversity) of extreme computational simplicity. The relation-
ships between infomax and the maximization of marginal diversity are
identified, uncovering the existence of a family of classification proce-
dures for which near optimal (in the Bayes error sense) feature selection
does not require combinatorial search. Examination of this family in light
of recent studies on the statistics of natural images suggests that visual
recognition problems are a subset of it.

1 Introduction

It has long been recognized that feature extraction and feature selection are important prob-
lems in statistical learning. Given a classification or regression task in some observation
space

�
(typically high-dimensional), the goal is to find the best transform � into a feature

space � (typically lower dimensional) where learning is easier (e.g. can be performed with
less training data). While in the case of feature extraction there are few constraints on � ,
for feature selection the transformation is constrained to be a projection, i.e. the compo-
nents of a feature vector in � are a subset of the components of the associated vector in

�
.

Both feature extraction and selection can be formulated as optimization problems where
the goal is to find the transform that best satisfies a given criteria for “feature goodness”.

In this paper we concentrate on visual recognition, a subset of the classification problem for
which various optimality criteria have been proposed throughout the years. In this context,
the best feature spaces are those that maximize discrimination, i.e. the separation between
the different image classes to recognize. However, classical discriminant criteria such as
linear discriminant analysis make very specific assumptions regarding class densities, e.g.
Gaussianity, that are unrealistic for most problems involving real data. Recently, various
authors have advocated the use of information theoretic measures for feature extraction or
selection [15, 3, 9, 11, 1]. These can be seen as instantiations of the the infomax principle



of neural organization1 proposed by Linsker [7], which also encompasses information the-
oretic approaches for independent component analysis and blind-source separation [2]. In
the classification context, infomax recommends the selection of the feature transform that
maximizes the mutual information (MI) between features and class labels.

While searching for the features that preserve the maximum amount of information about
the class is, at an intuitive level, an appealing discriminant criteria, the infomax principle
does not establish a direct connection to the ultimate measure of classification performance
- the probability of error (PE). By noting that to maximize MI between features and class
labels is the same as minimizing the entropy of labels given features, it is possible to estab-
lish a connection through Fano’s inequality: that class-posterior entropy (CPE) is a lower
bound on the PE [11, 4]. This connection is, however, weak in the sense that there is little
insight on how tight the bound is, or if minimizing it has any relationship to minimizing
PE. In fact, among all lower bounds on PE, it is not clear that CPE is the most relevant.
An obvious alternative is the Bayes error (BE) which 1) is the tightest possible classifier-
independent lower-bound, 2) is an intrinsic measure of the complexity of the discrimination
problem and, 3) like CPE, depends on the feature transformation and class labels alone.
Minimizing BE has been recently proposed for feature extraction in speech problems [10].

The main contribution of this paper is to show that the two strategies (infomax and mini-
mum BE) are very closely related. In particular, it is shown that 1) CPE is a lower bound
on BE and 2) this bound is tight, in the sense that the former is a good approximation to the
latter. It follows that infomax solutions are near-optimal in the minimum BE sense. While
for feature extraction both infomax and BE appear to be difficult to optimize directly, we
show that infomax has clear computational advantages for feature selection, particularly in
the context of the sequential procedures that are prevalent in the feature selection litera-
ture [6]. The analysis of some simple classification problems reveals that a quantity which
plays an important role in infomax solutions is the marginal diversity: the average distance
between each of the marginal class-conditional densities and their mean. This serves as
inspiration to a generic principle for feature selection, the principle of maximum marginal
diversity (MMD), that only requires marginal density estimates and can therefore be imple-
mented with extreme computational simplicity. While heuristics that are close to the MMD
principle have been proposed in the past, very little is known regarding their optimality.

In this paper we summarize the main results of a theoretical characterization of the prob-
lems for which the principle is guaranteed to be optimal in the infomax sense (see [13] for
further details). This characterization is interesting in two ways. First, it shows that there is
a family of classification problems for which a near-optimal solution, in the BE sense, can
be achieved with a computational procedure that does not involve combinatorial search.
This is a major improvement, from a computational standpoint, to previous solutions for
which some guarantee of optimality (branch and bound search) or near optimality (forward
or backward search) is available [6]. Second, when combined with recent studies on the
statistics of biologically plausible image transformations [8, 5], it suggests that in the con-
text of visual recognition, MMD feature selection will lead to solutions that are optimal in
the infomax sense. Given the computational simplicity of the MMD principle, this is quite
significant. We present experimental evidence in support of these two properties of MMD.

2 Infomax vs minimum Bayes error

In this section we show that, for classification problems, the infomax principle is closely
related to the minimization of Bayes error. We start by defining these quantities.

1Under the infomax principle, the optimal organization for a complex multi-layered perceptual
system is one where the information that reaches each layer is processed so that the maximum amount
of information is preserved for subsequent layers.



Theorem 1 Given a classification problem with � classes in a feature space � , the deci-
sion function which minimizes the probability of classification error is the Bayes classifier�������	��
������������������� ���! #" �	� , where $ is a random variable that assigns � to one of �
classes, and  &%('*)�+-,.,-,#+ �/ . Furthermore, the PE is lower bounded by the Bayes error0 � 
1)32543687 ������ �9��� ���! #" �	�;:;+ (1)

where 436 means expectation with respect to � � ���	� .
Proof: All proofs are omitted due to space considerations. They can be obtained by con-
tacting the author.

Principle 1 (infomax) Consider an � -class classification problem with observations
drawn from random variable < % �

, and the set of feature transformations �>= �@?
� . The best feature space is the one that maximizes the mutual information A � $CB�D �
where $ is the class indicator variable defined above, D 
 � � < � , and A � $EBFD �G
H ��IKJ �ML � �!�N+F O��PRQ*�1S.TVU W9X 6 L �ZYS.T9X 6 Y S.W9X �ZY#[ � the mutual information between D and $ .

It is straightforward to show that A � D + $ �\
 ]^� $ �_2`]^� $ " D � , where ]^� D �\
2 IKJ � �!�	��PRQ*� J � ���	� [ � is the entropy of D . Since the class entropy ]a� $ � does not de-
pend on � , infomax is equivalent to the minimization of the CPE ]^� $ " D � . We next derive
a bound that plays a central role on the relationship between this quantity and BE.

Lemma 1 Consider a probability mass function b 
c' J	d +-,.,.,.+ Jfe / such that g5h J � h)�+jif and
H �#J � 
1) . Then,

�j)325������ J �;�lk )
PZQ�� � ]^� b �N2 PZQ��V�nm � 2o)p�

PRQ*� � q ) (2)

where ]a� b �r
s2 H �.J ��PZQ�� J � . Furthermore, the bound is tight in the sense that equality
holds when J �t 
 �m � 2u) and J �v 
 )

m � 2o) +Oixwzy
u{|, (3)

The following theorem follows from this bound.

Theorem 2 The BE of an � -class classification problem with feature space � and class
indicator variable $ , is lower bounded by

0 �} � � �lk )
PRQ*� � ]^� $ " D ��2 PZQ��f�nm � 2o)p�

PZQ�� � q )�+ (4)

where D % � is the random vector from which features are drawn. When � is large
( � ?�~

) this bound reduces to
0 �} � � �lk d� �F� e ]^� $ " D � .

It is interesting to note the relationship between (4) and Fano’s lower bound on the PE�����uk d� ��� e ]^� $ " D �r2 d� ��� e � . The two bounds are equal up to an additive constant

(
d� ��� e PRQ*��� e� eE�xd ) that quickly decreases to zero with the number of classes � . It follows

that, at least when the number of classes is large, Fano’s is really a lower bound on BE, not
only on PE. Besides making this clear, Theorem 2 is a relevant contribution in two ways.
First, since constants do not change the location of the bound’s extrema, it shows that info-
max minimizes a lower bound on BE. Second, unlike Fano’s bound, it sheds considerable
insight on the relationship between the extrema of the bound and those of the BE.

In fact, it is clear from the derivation of the theorem that, the only reason why the right-
hand (RHS) and left-hand (LHS) sides of (4) differ is the application of (2). Figure 1












