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Abstract 

A model of the hippocampus is presented which forms rapid self -orga­
nized representations of input arriving via the perforant path, performs 
recall of previous associations in region CA3, and performs comparison 
of this recall with afferent input in region CA 1. This comparison drives 
feedback regulation of cholinergic modulation to set appropriate 
dynamics for learning of new representations in region CA3 and CA 1. 
The network responds to novel patterns with increased cholinergic mod­
ulation, allowing storage of new self-organized representations, but 
responds to familiar patterns with a decrease in acetylcholine, allowing 
recall based on previous representations. This requires selectivity of the 
cholinergic suppression of synaptic transmission in stratum radiatum of 
regions CA3 and CAl, which has been demonstrated experimentally. 

1 INTRODUCTION 

A number of models of hippocampal function have been developed (Burgess et aI., 1994; 
Myers and Gluck, 1994; Touretzky et al., 1994), but remarkably few simulations have 
addressed hippocampal function within the constraints provided by physiological and ana­
tomical data. Theories of the function of specific subregions of the hippocampal forma­
tion often do not address physiological mechanisms for changing dynamics between 
learning of novel stimuli and recall of familiar stimuli. For example, the afferent input to 
the hippocampus has been proposed to form orthogonal representations of entorhinal 
activity (Marr, 1971; McNaughton and Morris, 1987; Eichenbaum and Buckingham, 
1990), but simulations have not addressed the problem of when these representations 
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should remain stable, and when they should be altered. In addition, models of autoasso­
ciative memory function in region CA3 (Marr, 1971; McNaughton and Morris, 1987; 
Levy, 1989; Eichenbaum and Buckingham, 1990) and heteroassociative memory function 
at the Schaffer collaterals projecting from region CA3 to CAl (Levy, 1989; McNaughton, 
1991) require very different activation dynamics during learning versus recall. 

Acetylcholine may set appropriate dynamics for storing new information in the cortex 
(Hasselmo et aI., 1992, 1993; Hasselmo, 1993, 1994; Hasselmo and Bower, 1993). Ace­
tylcholine has been shown to selectively suppress synaptic transmission at intrinsic but 
not afferent fiber synapses (Hasselmo and Bower, 1992), to suppress the neuronal adapta­
tion of cortical pyramidal cells (Hasselmo et aI., 1994; Barkai and Hasselmo, 1994), and 
to enhance long-term potentiation of synaptic potentials (Hasselmo, 1994b). Models 
show that suppression of synaptic transmission during learning prevents recall of previ­
ously stored information from interfering with the storage of new information (Hasselmo 
et al., 1992, 1993; Hasselmo, 1993, 1994a), while cholinergic enhancement of synaptic 
modification enhances the rate of learning (Hasselmo, 1994b). 

Feedback regulation of cholinergic modulation may set the appropriate level of cholin­
ergic modulation dependent upon the novelty or familiarity of a particular input pattern. 
We have explored possible mechanisms for the feedback regulation of cholinergic modu­
lation in simulations of region CAl (Hasselmo and Schnell, 1994) and region CA3. Here 
we show that self-regulated learning and recall of self-organized representations can be 
obtained in a network simulation of the hippocampal formation. This model utilizes selec­
tive cholinergic suppression of synaptic transmission in stratum radiatum of region CA3, 
which has been demonstrated in brain slice preparations of the hippocampus. 

2 METHODS 

2.1. SIMPLIFIED REPRESENTA nON OF HIPPOCAMPAL NEURONS. 

In place of the sigmoid input-output functions used in many models, this model uses a 
simple representation in which the output of a neuron is not explicitly constrained, but the 
total network activity is regulated by feedback from inhibitory interneurons and adapta­
tion due to intracellular calcium concentration. Separate variables represent pyramidal 
cell membrane potential a, intracellular calcium concentration c, and the membrane poten­
tial of inhibitory interneurons h: 

l1ai = Ai -l1ai - J..l.C + L Wijg(aj - e) - Hikg(hk - e h) 
j 

I1c· = 'Vg(a . - e ) - Qc 
I i· I C 

I1hk = IWkjg(aj-eo)-l1hk- IHk/g(h/-e) 
j / 

where A = afferent input, " = passive decay of membrane potential, Il = strength of cal-
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cium-dependent potassium current (proportional to intracellular calcium), Wij = excitatory 
recurrent synapses (longitudinal association path tenninating in stratum radiatum), gO is a 
threshold linear function proportional to the amount by which membrane potential 
exceeds an output threshold 00 or threshold for calcium current Oc' 'Y = strength of voltage­
dependent calcium current, n = diffusion constant of calcium, Wki = excitatory synapses 
inhibitory interneurons, Hilc = inhibitory synapses from interneurons to pyramidal cells, 
Hk}= inhibitory synapses between interneurons. This representation gives neurons adapta­
tion characteristics similar to those observed with intracellular recording (Barkai and Has­
selmo, 1994), including a prominent afterhyperpolarization potential (see Figure 1). 
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Figure 1. Comparison of pyramidal cell model with experimental data. 

In Figure I, A shows the membrane potential of a modeled pyramidal cell in response to 
simulated current injection. Output of this model is a continuous variable proportional to 
how much membrane potential exceeds threshold. This is analogous to the reciprocal of 
interspike interval in real neuronal recordings. Note that the model displays adaptation 
during current injection and afterhyperpolarization afterwards, due to the calcium-depen­
dent potassium current. B shows the intracellularly recorded membrane potential in a pir­
ifonn cortex pyramidal cell, demonstrating adaptation of firing frequency due to 
activation of calcium-dependent potassium current. The firing rate falls off in a manner 
similar to the smooth decrease in firing rate in the simplified representation. C shows an 
intracellular recording illustrating long-tenn afterhyperpolarization caused by calcium 
influx induced by spiking of the neuron during current injection. 

2.2. NETWORK CONNECTIVITY 

A schematic representation of the network simulation of the hippocampal fonnation is 
shown in Figure 2. The anatomy of the hippocampal fonnation is summarized on the left 
in A, and the function of these different subregions in the model is shown on the right in 
B. Each of the subregions in the model contained a population of excitatory neurons with 
a single inhibitory interneuron mediating feedback inhibition and keeping excitatory 
activity bounded. Thus, the local activation dynamics in each region follow the equations 
presented above. The connectivity of the network is further summarized in Figure 3 in the 
Results section. A learning rule of the Hebbian type was utilized at all synaptic connec­
tions, with the exception of the mossy fibers from the dentate gyrus to region CA3, and the 
connections to and from the medial septum. Self-organization of perforant path synapses 
was obtained through decay of synapses with only pre or post-synaptic activity, and 
growth of synapses with combined activity. Associative memory function at synapses 
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arising from region CA3 was obtained through synaptic modification during cholinergic 
suppression of synaptic transmission. 
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Figure 2. Schematic representation of hippocampal circuitry 
and the corresponding function of connections in the model. 

2.3. CHOLINERGIC MODULA nON 

The total output from region CAl determined the level of cholinergic modulation within 
both region CA3 and CAl, with increased output causing decreased modulation. This is 
consistent with experimental evidence suggesting that activity in region CAl and region 
CA3 can inhibit activity in the medial septum, and thereby downregulate cholinergic mod­
ulation. This effect was obtained in the model by excitatory connections from region CAl 
to an inhibitory interneuron in the medial septum, which suppressed the activity of a cho­
linergic neuron providing modulation to the full network. When levels of cholinergic 
modulation were high, there was strong suppression of synaptic transmission at the excita­
tory recurrent synapses in CA3 and the Schaffer collaterals projecting from region CA3 to 
CAL This prevented the spread of activity due to previous learning from interfering with 
self-organization. When levels of cholinergic modulation were decreased, the strength of 
synaptic transmission was increased, allowing associative recall to dominate. Cholinergic 
modulation also increased the rate of synaptic modification and depolarized neurons. 

2.4. TESTS OF SELF-REGULATED LEARNING AND RECALL 

Simulations of the full hippocampal network evaluated the response to the sequential pre­
sentation of a series of highly overlapping activity patterns in the entorhinal cortex. Recall 
was tested with interspersed presentation of degraded versions of previously presented 
activity patterns. For effective recall, the pattern of activity in entorhinal cortex layer IV 
evoked by degraded patterns matched the pattern evoked by the full learned version of 
these patterns. The function of the full network is illustrated in Figure 3. In simulations 



A Model of Hippocampus 81 

focused on region CA3, activity patterns were induced sequentially in region CA3, repre­
senting afferent input from the entorhinal cortex. Different levels of external activation of 
the cholinergic neuron resulted in different levels of learning of new overlapping patterns. 
These results are illustrated in Figure 4. 

2.5. BRAIN SLICE EXPERIMENTS 

The effects in the simulations of region CA3 depended upon the cholinergic suppression 
of synaptic transmission in stratum radiatum of this region The cholinergic suppression of 
glutamatergic synaptic transmission in region CA3 was tested in brain slice preparations 
by analysis of the influence of the cholinergic agonist carbachol on the size of field poten­
tials elicited by stimulation of stratum radiatum. These experiments used techniques sim­
ilar to previously published work in region CAl (Hasselmo and Schnell, 1994). 

3 RESULTS 

In the full hippocampal simulation, input of an unfamiliar pattern to entorhinal cortex 
layer II resulted in high levels of acetylcholine. This allowed rapid self-organization of 
the perforant path input to the dentate gyrus and region CAl. Cholinergic suppression of 
synaptic transmission in region CAl prevented recall from interfering with self-organiza­
tion. Instead, recurrent collaterals in region CA3 stored an autoassociative representation 
of the input from the dentate gyrus to region CA3, and connections from CA3 to CA 1 
stored associations between the pattern of activity in CA3 and the associated self-orga­
nized representation in region CAl. 
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Figure 3. Activity in each subregion of the full network simulation of the hippocampal 
formation during presentation of a sequence of activity patterns in entorhinal cortex. 
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In Figure 3. width of the lines represents the activity of each neuron at a particular time 
step. As seen here. the network forms a self-organized representation of each new pattern 
consisting of active neurons in the dentate gyrus and region CAL At the same time. an 
association is formed between the self-organized representation in region CAl and the 
same afferent input pattern presented to entorhinal cortex layer IV. Four overlapping pat­
terns (1-4) are presented sequentially. each of which results in learning of a separate self­
organized representation in the dentate gyrus and region CAl. with an association formed 
between this representation and the full input pattern in entorhinal cortex. 

The recall characteristics of the network are apparent when degraded versions of the affer­
ent input patterns are presented in the sequence (ld-4d). This degraded afferent input 
weakly activates the same representations previously formed in the dentate gyrus. Recur­
rent excitation in region CA3 enhances this activity. giving robust recall of the full version 
of this pattern. This activity then reaches CA 1. where it causes strong activation if it 
matches the pattern of afferent input from the entorhinal cortex. Strong activation in 
region CAl decreases cholinergic modulation. preventing formation of a new representa­
tion and allowing recall to dominate. Strong activation of the representation stored in 
region CAl then activates the full representation of the pattern in entorhinal cortex layer 
IV. Thus. the network can accurately recall each of many highly overlapping patterns. 

The effect of cholinergic modulation on the level of learning or recall can be seen more 
clearly in a simulation of auto-associative memory function in region CA3 as shown in 
Figure 4. Each box shows the response of the network to sequential presentation of full 
and degraded versions of two highly overlapping input patterns. The width of the black 
traces represents the activity of each of 10 CA3 pyramidal cells during each simulation 
step. In the top row. level of cholinergic modulation (ACh) is plotted. In A. external acti­
vation of the cholinergic neuron is absent. so there is no cholinergic suppression of synap­
tic transmission. In this case. the first pattern is learned and recalled properly. but 
subsequent presentation of a second overlapping pattern results only in recall of the previ­
ously learned pattern. In B. with greater cholinergic suppression. recall is suppressed suf­
ficiently to allow learning of a combination of the two input patterns. Finally. in C. strong 
cholinergic suppression prevents recall. allowing learning of the new overlapping pattern 
to dominate over the previously stored pattern. 
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Figure 4. Increased cholinergic suppression of synaptic transmission in region CA3 
causes greater learning of new aspects of afferent input patterns. 






