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A Proofs

Theorem 1. For any Q that satisfies the assumptions,
√

n
c (φ(P̂Qn )−φ(P )) Normal(0, V Q) where

V Q =
∫
ψ(x)ψ(x)T

(
dP
dQ

)2
dQ(x). Furthermore, there is a unique measure Qopt which minimizes

Tr(V Q).

Proof. Since the weights dP
dQ are bounded and fixed,

√
n
c (P̂Qn − P ) RQ where RQ is a tight process

on `(F)∞, the space of functions in the Donsker class under the uniform norm. The functional delta
method van der Vaart (2000) gives that

√
n
c (φ(P̂Qn ) − φ(P ))  

∫
ψ(x)dRQ(x). Furthermore, this

limit is Normal(0, V Q) where V Q =
∫
ψ(x)ψ(x)T

(
dP
dQ

)2
dQ(x) =

∫
ψ(x)ψ(x)T /π(x)dP (x) where

π = dQ/dP .
Let Πc,α be the set of measures on the sample space Ω that are absolutely continuous with respect

to P and such that for any Q ∈ Πc,α, the total measure Q(Ω) = c and dQ/dP ≥ α. It is easy to see
that this set is closed and convex.

The optimization problem minQ∈Πc,α Tr(V
Q) is thus a convex optimization problem having a

strictly convex objective over a convex set of measures. Thus, it has a unique minimizer Qopt.

Theorem 2. Suppose the pilot estimate of the influence function is consistent so that ψ̃θ = ψθ0 +op(1)
under the uniform norm. Let π̂n be estimated regularized inclusion probabilities for a sample of
expected size nsub based on PPS sampling with size measure equal to the norm of the estimated
influence function. As nsub, n → ∞ with nsub/n → c > 0, the plug-in estimator φ(P̂n(π̂n))  
Normal(0, V Qopt).

Proof. The distribution that attains the asymptotic variance V Qopt is the one that samples with
probability proportional to ‖ψθ0‖ by the argument in section ??. Thus, the only thing to prove is
that the sample drawn using the estimated influences effectively yields the same sample as one using
the exact influences.

The consistency of the estimated influence ψ̂ gives that π̂ = dQ/dP+op(1) for some constant c. For
Poisson sampling with , the itemXi, Yi is in the sample if Ui < πi for independent Ui ∼ Uniform(0, 1).
Let πi = dQ/dP (Xi) and π̃i be the estimated inclusion probability using the estimated influence. Let
Zi = 1 if Ui < πi and 0 otherwise. Likewise, Z̃i = 1 if Ui < π̃i and 0 otherwise. Let εi = π̃i − πi. The
difference

Zi/πi − Z̃i/π̃i =
Zi − Z̃i
πi

(1− εi +O(ε2i )) (1)

Taking the numerator, we have |Zi− Z̃i| ∼ Bernoulli(εi). And the overall expectation of the absolute
value is O(εi/πi). Since Var(Zi/πi) = (1 − πi), it follows that the empirical estimate based on the
estimated influences

√
n
c (P̂− P ) converges to the same limit as that under the optimal Qopt. Hence,

√
m(φ(P̂)− φ(P )) and

√
m(φ(P̂Qopt)− φ(P )) also converge to the same limit by the functional delta

method.
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B Additional figures for CASP dataset
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Figure 1: Results for simple to compute sampling weights show that even simple approximations
lead to significant improvement over uniform sampling. Influence based and gradient based sampling
performed similarly in this case. The residual approximation is the prediction influence weight with
an equal leverage approximation.

C Additional figures for NEWS dataset
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Figure 2: Results for 90% quantile regression on the NEWS dataset.
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D Additional figures for simulated dataset
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Figure 3: Results for linear regression on synthetic data. Gradient based sampling is nearly the same
as prediction influence when the regressor columns are i.i.d.
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