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Abstract

Neural networks are state-of-the-art classification approaches but are generally
difficult to interpret. This issue can be partly alleviated by constructing a pre-
cise decision process within the neural network. In this work, a network archi-
tecture, denoted as Classification-By-Components network (CBC), is proposed.
It is restricted to follow an intuitive reasoning based decision process inspired
by BIEDERMAN’s recognition-by-components theory from cognitive psychology.
The network is trained to learn and detect generic components that characterize
objects. In parallel, a class-wise reasoning strategy based on these components is
learned to solve the classification problem. In contrast to other work on reasoning,
we propose three different types of reasoning: positive, negative, and indefinite.
These three types together form a probability space to provide a probabilistic clas-
sifier. The decomposition of objects into generic components combined with the
probabilistic reasoning provides by design a clear interpretation of the classifi-
cation decision process. The evaluation of the approach on MNIST shows that
CBCs are viable classifiers. Additionally, we demonstrate that the inherent inter-
pretability offers a profound understanding of the classification behavior such that
we can explain the success of an adversarial attack. The method’s scalability is
successfully tested using the IMAGENET dataset.

1 Introduction

Neural Networks (NNs) dominate the field of machine learning in terms of image classification
accuracy. Due to their design, considered as black boxes, it is however hard to gain insights into
their decision making process and to interpret why they sometimes behave unexpectedly. In general,
the interpretability of NNs is under controversial discussion [1–4] and pushed researchers to new
methods to improve the weaknesses [5–7]. This is also highlighted in the topic of robustness of NNs
against adversarial examples [8]. Prototype-based classifiers like Learning Vector Quantizers [9, 10]
are more interpretable and can provide insights into their classification processes. Unfortunately,
they are still hindered by their low base accuracies.

The method proposed in this work aims to answer the question of interpretability by drawing in-
spirations from BIEDERMAN’s theory recognition-by-components [11] from the field of cognitive
psychology. Roughly speaking, BIEDERMAN’s theory describes how humans recognize complex
objects by assuming that objects can be decomposed into generic parts that operate as structural
primitives, called components. Objects are then classified by matching the extracted decomposition
plan with a class Decomposition Plan (DP) for each potential object class. Intuitively, the class DPs
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Figure 1: An example realization of the classification process of a CBC on a digit classification task.
For simplicity, we illustrate a discrete case where “1” corresponds to detection / positive reasoning,
“0” to no detection / negative reasoning, and “�” to indefinite reasoning.

describe which components are important to be detected and which components are important to not
be detected for an object to belong to a specific class. For example, if we consider the classification
of a digit as illustrated in Fig. 1, the detection of a component representing a vertical bar provides
evidence in favor of the class 1. In other words, we reason positively over the vertical bar compo-
nent for the class 1. Similarly, we can reason negatively over all curved components. In contrast
to other work on reasoning, the presented approach extends these two intuitive reasoning states by
a third type considering indefinite reasoning. In Fig. 1, not all components will be important for
the recognition of a 1. For instance, we reason neither positively nor negatively over the serif and
bottom stroke because not all writing styles use them. In Sec. 2, a network architecture is introduced
that models the described classification process in an end-to-end trainable framework such that the
components as well as the class DPs can be learned. In line with BIEDERMAN’s theory, we call this
a Classification-By-Components network (CBC).

In summary, the contribution of this paper is a classification method, called CBC, with the fol-
lowing important characteristics: (1) The method classifies its input by applying positive, negative,
and indefinite reasoning over an extracted DP. To the best of our knowledge, this is the first time
that optionality of components / features is explicitly modeled. (2) The method uses a probabilis-
tic reasoning process that directly outputs class hypothesis probabilities without requiring heuristic
squashing methods such as softmax. (3) The reasoning process is easily interpretable and simplifies
the understanding of the classification decision. (4) The method retains advantages of NNs such as
being end-to-end trainable on large scale datasets and achieving high accuracies on complex tasks.

2 The classification-by-components network

In the following, we will describe the CBC architecture and how to train it. We present the ar-
chitecture using full-size components and consecutively generalize this to patch components. Both
principles are used in the evaluation in Sec. 4. The architectures are defined (without loss of gener-
ality) for vectorial inputs but can be extended to higher dimensional inputs like images.

2.1 Reasoning over a set of full-size components

The proposed framework relies on a probabilistic model based on a probability tree diagram T . This
tree T can be decomposed into sub-trees Tc for each class c with the prior class probability P (c)
on the starting edge. Such a sub-tree is depicted in Fig. 2. The whole probability tree diagram is
modeled over five random variables: c, indicator variable of the class; k, indicator variable of the
component; I , binary random variable for importance; R, binary random variable for reasoning by
detection; D, binary random variable for detection. The probabilities in the tree Tc are interpreted
in the following way: P (k), probability that the k-th component occurs; P (I|k, c), probability that
the k-th component is important for the class c; P (R|k, c), probability that the k-th component has
to be detected for the class c; P (D|k,x), probability that the k-th component is detected in the
input x. The horizontal bar indicates the complementary event, i. e. P

(
D|k,x

)
is the probability

that the k-th component is not detected in the input x. Based on these definitions we derive the CBC
architecture.

Extracting the decomposition plan Given an input x ∈ Rnx and a set of trainable full-size
components K = {κk ∈ Rnκ |k = 1, ...,#K} with nx = nκ, the first part of the network detects
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Figure 2: The probability tree diagram Tc that represents the reasoning about a class c. For better
readability, the variable of class c is dropped in the mathematical expressions and we only show the
full sub-tree for the first component. The solid line paths are the paths of agreement.

the presence of a component κk in x. A feature extractor f (x) = f (x;θ) with trainable weights θ
takes an input and outputs a feature vector f (x) ∈ Rmx . The feature extractor is used in a Siamese
architecture [12] to extract the features of the input x and of all the components {f (κk)}k. The
extracted features are used to measure the probability P (D|k,x) for the detection of a component
by a detection probability function dk (x) = d (f (x) , f (κk)) ∈ [0, 1] with the requirement that
f (x) = f (κk) implies dk (x) = 1. Examples of suitable detection probability functions are the
negative exponential over the squared Euclidean distance or the cosine similarity with a suitable
handling of its negative part. To finalize the first part of the network, the detection probabilities are
collected into the extracted DP as a vector d (x) = (d1 (x) , ..., d#K (x))

T ∈ [0, 1]
#K.

Modeling of the class decomposition plans The second part of the network models the class DPs
for each class c ∈ C = {1, ...,#C} using the three forms of reasoning discussed earlier. Therefore,
we define the reasoning probabilities, r+c,k, r−c,k, and r0c,k as trainable parameters of the model. Pos-
itive reasoning r+c,k = P (I,R|k, c): The probability that the k-th component is important and must
be detected to support the class hypothesis c. Negative reasoning r−c,k = P

(
I,R|k, c

)
: The proba-

bility that the k-th component is important and must not be detected to support the class hypothesis
c. Indefinite reasoning r0c,k = P

(
I|k, c

)
: The probability that the k-th component is not important

for the class hypothesis c.2 Together they form a probability space and hence r+c,k + r0c,k + r−c,k = 1.

All reasoning probabilities are collected class-wise into vectors r+c = (r+c,1, ..., r
+
c,#K)T ∈ [0, 1]

#K

and r−c , r0c , respectively.

Reasoning We compute the class hypothesis probability pc (x) regarding the paths of agreement
under the condition of importance. An agreementA is a path in the tree T where either a component
is detected (D) and requires reasoning by detection (R), or a component is not detected (D) and
requires reasoning by no detection (R). The paths of agreement are marked with solid lines in
Fig. 2. Hence, we model pc (x) by P (A|I,x, c):

P (A|I,x, c) =

∑
k

(
P (R|k, c)P (D|k,x) + P

(
R|k, c

)
P
(
D|k,x

))
P (I|k, c)P (k)∑

k

(
1− P

(
I|k, c

))
P (k)

.

Substituting by the short form notations for the probabilities, assuming that P (k) = 1
#K , and

rewriting it with matrix calculus yields

pc (x) =
(d (x))

T · r+c + (1− d (x))
T · r−c

1T · (1− r0c)
= (d (x))

T · r̄+c + (1− d (x))
T · r̄−c , (1)

where 1 is the one vector of dimension #K and r̄±c are the normalized effective reasoning possibility
vectors. The probabilities for all classes are then collected into the class hypothesis possibility vector
p (x) = (p1 (x) , ..., p#C (x))

T to create the network output. We emphasize that p (x) is a possibility
vector as

∑
c pc (x) = 1 does not necessarily hold. See the supplementary material Sec. B.1 for a

detailed derivation of Eq. (1) and Sec. B.2 for a transformation of p (x) into a class probability
vector.

2Note that the idea to explicitly model the state that a component does not contribute and avoid the general
probabilistic approach r+c,k = 1− r−c,k is related to the DEMPSTER–SHAFER theory of evidence [13].
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Figure 3: CBC with patch components and spatial reasoning for image inputs.

Training of a CBC We train the networks end-to-end by minimizing the contrastive loss

l (x, y) = φ (max {pc (x) |c 6= y, c ∈ C} − py (x)) (2)

where y ∈ C is the class label of x, using stochastic gradient descent learning. The function φ :
[−1, 1] → R is a monotonically increasing, almost everywhere differentiable squashing function.
It regulates the generalization-robustness-trade-off over the probability gap between the correct and
highest probable incorrect class. This loss is similar to commonly used functions in prototype-based
learning [14, 15]. The trainable parameters of a CBC are θ, all κ ∈ K, and r+c , r0c , r−c for all c ∈ C.
We refer to the supplementary material Sec. D for detailed information about the training procedure.

2.2 Extension to patch components

Assume the feature extractor f processes different input sizes down to a minimum (receptive field)
dimension of n0, similar to most Convolutional NNs (CNNs). To relax the assumption nx = nκ
of full-size components and to step closer to the motivating example of Fig. 1, we use a set K
of trainable patch components with nx ≥ nκ ≥ n0 such that f (κk) ∈ Rmκ where mx ≥ mκ.
Moreover, dk (x) is extended to a sliding operation [16, 17], denoted as ~. The result is a detection
possibility stack (extracted spatial DP) of size vd ×#K where vd is the spatial dimension after the
sliding operation, see Fig. 3 for an image processing CBC. However, Eq. (1) can only handle one
detection probability for each component and thus the reasoning process has to be redefined:

Downsampling A simple approach is to downsample the detection possibility stack over the spa-
tial dimension vd such that the output is a detection possibility vector and Eq. (1) can be applied.
This can be achieved by applying global pooling techniques like global max pooling.

Spatial reasoning Another approach is the extension of the reasoning process to work on the
spatial DP which we call spatial reasoning. For this, the detection possibility stack of size vd×#K
is kept as depicted in Fig. 3. To compute the class hypothesis probabilities pc (x), Eq. (1) is redefined
to be a weighted mean over the reasoning at each spatial position i = 1, ..., vd. Thereby, αc,i ∈ [0, 1]
with

∑
i αc,i = 1 are the (non)-trainable class-wise pixel probabilities resembling the importance

of each pixel position i. See the supplementary material in Sec. C for a further extension.

3 Related Work

Reasoning in neural networks In its simplest form, one can argue that a NN already yields de-
cisions based on reasoning. If one considers a NN to be entirely similar to a multilayer perceptron,
the sign of each weight can be interpreted as either negative or positive reasoning over the corre-
sponding feature. In this case, a weight of zero would model indefinite reasoning. However, the
use of the Rectified Linear Unit (ReLU) activations forces NNs to be positive reasoning driven only.
Nevertheless, this interpretation of the weights is used in interpretation techniques such as Class-
Activation-Mapping (CAM) [5], which is similar to heatmap visualizations of CBCs.

Explicit modeling of reasoning The use of components, and the inclusion of the negative and
indefinite reasoning can be seen as an extension of the work in [7]. However, CBCs do not rely on
the complicated three step training procedure presented in the paper and are built upon a probabilistic
reasoning model. In [18], a form of reasoning is introduced similar to the indefinite reasoning state
by occluding parts of the learned representation. Their components are, however, modeled in a
textual form. In general, the reasoning process has slight similarities to ideas mentioned in [19] and
the modeling of knowledge via graph structures [20–22].
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Figure 4: Learned reasoning process of a CBC with 9 components on MNIST. Top row: The learned
components. Bottom row: The learned reasoning probabilities collected in reasoning matrices. The
class is indicated by the MNIST digit below. The top row corresponds to r+c,k, middle row to r0c,k,
and bottom row to r−c,k. White squares depict a probability of one and black squares of zero.

Feature visualization If the components are defined as trainable parameters in the input space,
then the learned components become similar to feature visualization techniques of NNs [23–25].
In contrast, the components are the direct visualizations of the penultimate layer weights (detection
probability layer), are not computed via a post-processing, and have a probabilistic interpretation.
Moreover, we are not applying regularizations to the components to resemble realistic images.

Prototype-based classification rules and similarity learning A key ingredient of the proposed
network is a Siamese architecture to learn a similarity measure [12, 26–28] and the idea to incor-
porate a kind of prototype-based classification rule into NNs [29–35]. Currently, the prototype3

classification principle is gaining a lot of attention in few-shot learning due to its ability to learn fast
from few data [29, 30, 36–38]. The idea to replace prototypes with patches in similarity learning has
also been gaining attraction, as can be seen in [39] for the use of object tracking.

4 Evaluation

In this section, the evaluation of the CBCs is presented. Throughout the evaluation, interpretability is
considered as an important characteristic. In this case, something is interpretable if it has a meaning
to experts. We evaluate CBCs on MNIST [40] and IMAGENET [41]. The input spaces are defined
over [0, 1] and the datasets are normalized appropriately. Moreover, components that are defined in
the input space are constrained to this space as well. The CBCs use the cosine similarity with ReLU
activation as detection probability function. They are trained with the margin loss defined as Eq. (2)
with φ (x) = ReLU(x+ β), where β is a margin parameter, using the Adam optimizer [42]. An ex-
tended evaluation including an ablation study regarding the network setting on MNIST is presented
in the supplementary material in Sec. E. Where possible, we report mean and standard deviation of
the results. The source code is available at www.github.com/saralajew/cbc_networks.

4.1 MNIST

The CNN feature extractors are implemented without the use of batch normalization [43], with
Swish activation [44], and the convolutional filters constraint to a Euclidean norm of one. We trained
the components and reasoning probabilities from scratch using random initialization. Moreover, the
margin parameter β was set to 0.3.

4.1.1 Negative reasoning: Beyond the best matching prototype principle

The CBC architecture in this experiment uses a 4-layer CNN feature extractor and full-size com-
ponents. During the ablation study we found that in nearly all cases this CBC with 10 components
converged to the Best Matching Prototype Principle (BMPP) [45] and formed prototypical compo-
nents. This means that the reasoning for one class is performed with only strong positive reasoning
over one and indefinite reasoning over all the other components, e. g. see the reasoning matrix of
class 0 in Fig. 4 and the corresponding prototypical component d. To analyze if the network is able
to classify using negative reasoning, we restricted the number of components to be smaller than the
number of classes.

3In contrast to prototypes, components are not class-dependent.
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Figure 5: Visualization of the α-CBC heatmaps and the �-CBC reconstructions for an adversarial
input. For simplicity, we illustrate the more meaningful visualization for each model. The model
visualizations correspond to the best matching reasoning stack regarding the input. We use the color
coding “JET” to map probabilities of 0 to blue and 1 to red.

Fig. 4 shows the learned reasoning process of a CBC with 9 components. Similar to the 10 compo-
nent version, the CBC learns to classify as many classes as possible by the BMPP. In the example,
these are all classes except the class 1, for which the CBC uses weak positive reasoning over the
components a, c, f, and h but mostly depends on negative reasoning over component i. This in-
dicates that if an input image is classified as a 1, the network requires it to not look like an 8. A
comparison of the shapes of the digits 1 and 8 supports this observation, the 8 only consists of curved
edges while the 1 does not contain any and on average contains the least white pixels while the 8
requires the most. This result shows that by incorporating the negative and indefinite reasoning state,
the CBCs are able to learn both the well understood BMPP and unrestricted approaches beyond the
intuitive classification principles by themselves. Both networks achieved close to the state-of-the-art
test accuracies over three runs of (99.32± 0.09)%.

4.1.2 Interpretation of the reasoning

In this section, we show the interpretability of CBCs. Similar to interpretation techniques from
NNs we do this by considering input dependent and input independent visualizations. Moreover, to
stress the visualizations in such a way that they really show how the model classifies, we: (1) Train
two patch component CBCs similar to Fig. 3, one with trainable, denoted as α-CBC, and one with
non-trainable pixel probabilities fixed to αc,i,j = (vd · hd)−1, denoted as �-CBC. (2) Generate an
adversarial image for both models with the boundary attack [46] and show how they fool the model.

Both CBCs use 8 patch components4 of size vκ, hκ = 7. The feature extractor is a 2-layer CNN
which extracts feature stacks of spatial size v′κ, h

′
k = 1 and v′x, h

′
x = 22. The spatial reasoning

size of vd, hd = 7 was obtained by including a final max pooling operation of pool size 3 in d (x).
Additionally for each class, two reasoning possibility stacks were learned and winner-take-all was
applied to determine pc (x). We call this multiple reasoning as we allow the model to learn multiple
concepts for each class. The final test accuracies of both models are quasi equivalent and on average
over three runs (97.33± 0.19) %. Similar to the previous section, the patch components start to
resemble realistic digit parts like strokes, arcs, line-endings, etc.

The interpretability of the CBCs is based on visualizations of how the probability mass is distributed
over the tree T . The class hypothesis probability pc (x), see Eq. (1), is the probability of agreement
under the condition of importance, denoted by A|I . This event describes the correct matching of the
extracted and class DP. Moreover, we decompose this event into the positive and negative reasoning
part: PositiveA|I is the event that a component is detected that should be detected and is denoted by
A+|I . Negative A|I is the event that a component that should not be detected is not detected and is

4The idea is to learn patches of: four quarters of a circle plus two diagonal, horizontal, and vertical lines.
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denoted by A−|I . Both events can be related to paths in the trees Tc from the root to the leaves, i. e.
A+|I is the upper solid line path and A−|I is the lower solid line path in Fig. 2. The probability of
A|I can be thought of as evidence in favor of a class. Similarly, we can consider the complementary
event of A|I which is disagreement under the condition of importance, denoted by A|I , and occurs
when the extracted DP does not match the class DP. Again, this occurs either as positive A|I when a
component over which the CBC reasons positively is not detected, denoted by A

+|I , or as negative
A|I when a component with negative reasoning is detected, denoted by A

−|I . The related paths in
the tree Tc in Fig. 2 are the dashed line paths excluding non-importance. In general, the probability
of A|I is evidence against a class.

Accordingly to Eq. (1), the visualizations are based on the probabilities in the tree T for respective
detection possibility vectors zi,j . These probabilities are collected into the following possibility
vectors:5 zi,j ◦ r̄+c,i,j for A+|I; (1− zi,j) ◦ r̄+c,i,j for A

+|I; (1− zi,j) ◦ r̄−c,i,j for A−|I; zi,j ◦ r̄−c,i,j
for A

−|I . Moreover, we collect all the possibility vectors of one event for all i, j in a stack. Using
such a stack we create the visualizations by three procedures: Probability heatmaps: Upsample
a stack to the input size and sum over k. This visualizes the probabilities for the respective event
at the certain position. Reconstructions: Upsample a stack to v′x × h′x × #K, scale each patch
component κk by the respective probability and draw them onto an initially black image of size
vx×hx at the respective position. After a normalization step, the resulted reconstruction image gives
an impression of the combination of the patches that is used to classify the image. Incorporation of
pixel probabilities: Upsample the class-wise pixel probability maps αc to vx × hx and normalize
by the maximum value such that the most important pixels have a value of one. This map is finally
overlaid over the heatmaps and reconstructions to highlight the impact of each pixel to the overall
classification decision.

Input independent interpretation Input independent interpretations are calculated by setting zi,j
to the optimal vector with 1 for positive and for 0 negative A|I . They provide an answer to the
question: “What has the model learned about the dataset?”, see Fig. 5 “x independent”. For both
models, the learned concepts of the clean and adversarial class are visualized by the optimal A+|I
and A−|I . As visible in the heatmaps, the α-CBC learned to recognize only as few parts as needed
to distinguish the two classes. In case of the 4, this consists of a check that there is no stroke at the
bottom and top, see A−|I , while there is a corner on the left, see A+|I . Such a radical sparse coding
is learned for all classes. The reasoning for the 9 is similar except that it requires A+|I instead of
A−|I for the top stroke. In contrast, the �-CBC learned the whole concept for digits and not just
a sparse coding as the reconstructions show real digit shapes in the A+|I . Moreover, the model
performs interpretable “sanity checks” via A−|I , e. g. no top stroke at the 4.

Input dependent interpretation Input dependent interpretations are obtained by setting zi,j to
di,j (x). To understand why the adversarial images fool the models by human imperceptible “noise”
we answer the following question: “Which parts of the input provide evidence for / against the cur-
rent classification decision?”, see Fig. 5 “x dependent”. By considering the clean probability his-
togram p (x) of the α-CBC we see that the clean input perfectly fits the learned concept of a 4 as it
had a probability of 1. The adversarial attack has turned the input into a 4 and 9 at the same time,
see adversarial p (x). Remarkably, the attack found the high similarity between the two learned
concepts and attacks the model by highlighting a few pixels in the top bar region in form of a patch
– the manipulation only changes one pixel in d (x). Hence, the concept of a 4 is slightly violated
as we see a highlighting of the top stroke region in the A

−|I . This causes the probability drop of
the class 4. At the same time, these few pixels provide A+|I for the top stroke of a 9 and, hence,
raise the probability. For the �-CBC, the attack behavior is totally different. Since the clean input
already does not match the learned concept perfectly as p4 (x) ≈ 0.8, the attack fools the model by
reducing the contrast via background noise. For example, via the A

+|I the model highlights that the
clear detection of the upper part of the 4 is not given. Moreover, it recognizes that there could be a
top / bottom stroke, see A

−|I . A similar interpretation holds for the adversarial class.

5The symbol “◦” denotes the Hadamard product (element-wise multiplication).
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1.00 1.00 1.00 1.00 0.99 0.98 0.88 0.84 0.72 0.70

1.00 1.00 1.00 1.00 1.00 0.98 0.75 0.65 0.61 0.61

1.00 1.00 1.00 1.00 0.83 0.79 0.65 0.61 0.55 0.53

Figure 6: The 10 components with the highest r+c,k for three different classes in the IMAGENET

dataset. From top to bottom the classes are: dalmatian, giant panda, and trolleybus. Below
each component the r+c,k (rounded to two digits) is given with respect to the class in question.

Overall result The �-CBC with αc,i,j = (vd · hd)−1 is trained to learn a strong concept as it
can only reach py (x) ≈ 1 if it reasons perfectly at each pixel position. Therefore, the probability
histogram shows a relatively high base probability for all classes, as the overlap between encoded
digits to a spatial size of vd, hd = 7 is often around 50%. Moreover, this restrictive classification
principle violates the motivating example in Fig. 1 as the model cannot apply indefinite reasoning
over a pixel region. In contrast, the α-CBC is capable of modeling the motivating example but is
at the same time a clear example of what happens if we optimize without any constraints as usually
performed in NNs. Since the model is trained by minimizing an energy function, it learns to classify
correctly with the lowest effort and, hence, oversimplifies. Therefore, the classification will be
performed in a non-intuitive way. Moreover, the interpretation shows that the classification of both
CBCs is based on non-robust features of f as both are highly sensitive to background manipulations.

4.2 IMAGENET

To evaluate CBCs on more complex data, we trained a CBC on the IMAGENET dataset. The
CBC trained on IMAGENET was implemented using a pre-trained ResNet-50 [47] as non-trainable
feature extractor. In contrast to the CBCs discussed earlier, the patch components of shape
mκ = 2 × 2 × 2048 are defined directly in the feature space. This removes the relation between
the components and the input space but drastically improves training time. After downsampling the
detection possibility stack of size vd, hd = 6 by global max pooling, the reasoning is applied, see
Sec. 2.2. The components were initialized by cropping the center of 5 images from each class and
consecutively processing them through the feature extractor, resulting in 5 000 patch components. If
the component κk was initialized by a sample from the class c, then we initialized r+c,k as a uniform
random value of [z, 1] where z = 0.75 and as a uniform random value of [0, 1− z] otherwise. Af-
terwards, the initialization of r−c,k was determined by r+c,k ·

(
1− r+c,k

)
. Hence, we biased the model

with positive reasoning to components that were sampled from the respective class. The CBC was
trained with the margin loss and β = 0.1. In compliance with earlier work on IMAGENET, the
input images were rescaled, by first rescaling the shortest side to 224 and then performing a center
cropping of size 224× 224. For the same reason, no image augmentation was used.

Interpretability In Fig. 6, the 10 components with the highest positive reasoning probabilities for
three exemplary classes are presented. After training the components in the feature space, the input
representation of the components is determined by searching for the highest detection probability
in the training set for the given component and cropping the corresponding image area in the input
space. This method is similar to the approach from [7]. In general, the components with a high
positive reasoning probability (above the initialization bound of z) are found to be conceptually
meaningful for the respective class. Further investigation of the components shows that the detection
of the component with the second highest positive reasoning probability for the dalmatian class in
an image also provides evidence in favor of the giant panda class. Similarly, the component with
the fifth highest positive reasoning probability for the dalmatian class is also highly important for
the classes hyena, snow leopard, and english setter while the component with the fifth highest
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positive reasoning probability for the class trolleybus is also important for the class trolley
car. Similar shared components can be found across many classes, which shows that the CBC is
capable of learning complex class-independent structures.

Averaged across all classes a positive reasoning probability greater than z was learned for 5.2± 0.8
components per class while a negative reasoning probability greater than z was assigned to
2 781.8 ± 23.3 out of 5 000 components. As can be seen in Fig. 6, in most cases the positive
reasoning probabilities assigned to components are close to 1.00. This includes components that
were not initialized with a bias towards the class in question. For example, the component with
the fifth highest positive reasoning probability for the dalmatian class was initially biased towards
the english setter class. The ratio between the number of positive and negative reasoning com-
ponents suggest that the model heavily relies on negative reasoning to establish a baseline for its
classification decision. We hypothesize that in this higher dimensional setting with a large number
of components positive reasoning is primarily utilized to fine tune the models classification decision
after rough categorization by negative reasoning.

Performance To evaluate the performance of CBCs, we compare both the accuracy and inference
time to that of a CNN. The resulting CBC had an inference time of (371± 6) images / sec, similar to
(369±2) images / sec of a normal ResNet-50 with global average pooling and fully-connected layer.
This shows that the CBC generates no significant computational overhead. The top-5 validation
accuracy of 82.4% is on par with earlier CNN generations such as AlexNet with 82.8% [48]. Note
that the used CBC had a non-trainable feature extractor and no parameter tuning was performed. We
are confident that the accuracy of CBCs on IMAGENET can be improved with further studies. The
CBC was evaluated using one NVIDIA Tesla V100 32 GB GPU.

5 Conclusion and outlook

In this paper, we have presented a probabilistic classification model called classification-by-
components network together with several possible realizations. Boiling down to the essential
change we made, this is the definition of a probabilistic framework for the final and penultimate
layer of a NN. The detection probability layer is an extension of a convolution layer with the require-
ment to measure the detection of convolutional filters called components, expressed in probabilities.
Moreover, the final reasoning layer is still affine but follows a special implicit constraint defined by
the probability model. The overall output is a probability value for each class without any artificial
squashing. Independently of the feature extractor used in the CBC, we can always take advantage of
this relation during inference by redefining the network to a single feedforward NN such that almost
no computational overhead is created. This is shown in the experiment on IMAGENET.

Depending on the training setup, the method inherently contains a lot of different interpretation
properties which are all founded on the new probability framework. As shown in the MNIST exper-
iments with Siamese architectures, the method can produce human understandable components and
is able to converge to the BMPP without any explicit regularization. Additionally, we have shown
that the models can answer questions about the classification decision by an experiment with patch
components on MNIST. More precisely, the model shows what causes the failure on an adversarial
example. The conclusion drawn here supports the recently published results in [49]. A drawback of
the Siamese architecture is the training overhead and the potential introduction of a lot of parameters
due to components in the input space. In the non Siamese training, CBCs have almost no downsides
to NNs. To be able to use all the presented interpretation techniques, the back projection strategy
presented in [7] can be applied, as we have shown on IMAGENET. The evaluation on IMAGENET
also showed that CBCs are capable of learning high dimensional components that can be utilized by
multiple classes. Investigation of these shared components can provide additional insight into the
model’s classification approach. The heatmap visualizations are always applicable and extend the
familiar CAM method by the option to visualize disagreement.

The CBC is a promising new method for classification and motivates further research. An initial ro-
bustness evaluation and the use of the class hypothesis possibility vectors for outlier detection show
promising results, see supplementary material in Sec. E.2.4. Nevertheless, the following remain
unanswered: What are proper regularizations for αc,i? What are more suitable detection probability
functions? What are the advantages of the explicit injection of knowledge into the network in the
form of trainable or non-trainable components, as we partly applied in the IMAGENET experiment?
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Supplementary material
A List of mathematical symbols

0 zero vector

1 one vector

A binary random variable for agreement

A±, A
±

binary random variable for positive and negative (dis)agreement

ac,bc coding vectors of the reasoning possibility vectors / stacks for class c during training

a, ap, a
∗
p an adversarial attack, an adversarial Lp-attack, worst-case adversarial Lp-attack

acc-a adversarial threshold accuracy on the dataset T
acc-a∗p worst-case adversarial threshold accuracy of Lp-attacks on the dataset T
αc,i, αc,i,j class-wise pixel probabilities

α̃c,i, α̃c,i,j encoded class-wise pixel probabilities as elements of R

β margin parameter of margin loss

C set of all class labels {1, ...,#C}
#C number of classes

c class label c ∈ C or indicator variable of the class

D binary random variable for detection

d (x) detection possibility vector / stack given x

dk (x) detection probability function for component κk given x

δa (x, y) adversarial distance of attack a on the sample (x, y)

median-δa median adversarial distance of attack a on the dataset T
median-δ∗p worst-case median adversarial distance of Lp-attacks on the dataset T
f feature extractor

hd horizontal spatial dimension of a detection possibility stack

hκ horizontal spatial dimension of a component κ

h′κ horizontal spatial dimension of a component κ after feature extraction

hp horizontal spatial dimension of a class hypothesis possibility stack

hr horizontal spatial dimension of a reasoning stack

hx horizontal spatial dimension of input x

h′x horizontal spatial dimension of input x after feature extraction

I binary random variable for importance

K set of all components {κ1, ...,κ#K}
#K number of components

k indicator variable of the component

κ component variable

Lp p-norm

l (x, y) loss function given x and the corresponding class label y
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mκ dimension of a component κ after feature extraction

mx dimension of the input x after feature extraction

n0 dimension of the receptive field

nκ dimension of a component κ

nx dimension of the input x

p (x) class hypothesis possibility vector given x

pc (x) class hypothesis probability for class c given x

φ (x) squashing function

R binary random variable for reasoning by detection

r+c,k, r
0
c,k, r

−
c,k positive, indefinite and negative reasoning probability of class c and component κk

r+c , r
0
c , r
−
c positive, indefinite and negative reasoning possibility vector / stack for class c

r̄+c , r̄
−
c positive and negative effective reasoning possibility vector / stack for class c

σ scaling parameter in the negative exponential of the Euclidean distance

T, Tc probability tree diagram, sub-tree of the probability tree diagram regarding class c

T dataset

tp, t0, t2, t∞ adversarial threshold parameters for adversarial threshold accuracies

ty, tβ prediction and margin reject threshold parameter

θ trainable parameters of the feature extractor f

vd vertical spatial dimension of a detection possibility stack

vκ vertical spatial dimension of a component κ

v′κ vertical spatial dimension of a component κ after feature extraction

vp vertical spatial dimension of a class hypothesis possibility stack

vr vertical spatial dimension of a reasoning stack

vx vertical spatial dimension of input x

v′x vertical spatial dimension of input x after feature extraction

x input variable

x̃ an adversarial example of x

y class label of x

z an arbitrary detection possibility vector

B Mathematical derivation of the class probabilities

First, the class hypothesis probabilities pc (x) of Eq. (1) are derived and their relation to a probability
tree diagram T is presented. Afterwards, we show how the class hypothesis possibility vector p (x)
can be transformed into a class probability vector. The latter is required to use loss functions such
as the cross entropy loss.
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B.1 Derivation of the class hypothesis probabilities

The proposed framework relies on a probabilistic model based on a probability tree diagram T . This
tree T can be decomposed into sub-trees Tc for each class c with the prior class probability P (c)
on the starting edge. Such a sub-tree is depicted in Fig. 2. For better readability, we dropped the
variable c in the probability tree diagram in Fig. 2, knowing that all probabilities except the ones on
the bottom level, depend on c. We keep the class variable in the mathematical derivation below.

The whole probability tree diagram is modeled over five random variables:

• c ∈ {1, ...,#C}, indicator variable of the class;

• k ∈ {1, ...,#K}, indicator variable of the component;

• I , binary random variable for importance;

• R, binary random variable for reasoning by detection;

• D, binary random variable for detection.

The probabilities in the probability tree diagram are interpreted in the following way:

• P (k), prior probability that the k-th component occurs;

• P (I|k, c) and P
(
I|k, c

)
, probability that the k-th component is important / not important

for the class c;

• P (R|k, c) and P
(
R|k, c

)
, probability that the k-th component has to be detected / not

detected for the class c;

• P (D|k,x) and P
(
D|k,x

)
, probability that the k-th component is detected / not detected

in the input x.

We compute the class hypothesis probability pc (x) regarding the paths of agreement A under the
condition of importance I . An agreement A is a path in the probability tree diagram where either a
component is detected (D) and requires reasoning by detection (R), or a component is not detected
(D) and requires reasoning by no detection (R). The paths of agreement are marked with solid lines
in Fig. 2. Hence, we model pc (x) by P (A|I,x, c):

P (A|I,x, c) =
P (A, I|x, c)
P (I|c)

,

=

∑
k P (A, I|k,x, c)P (k)∑

k P (I|k, c)P (k)
.

Using the definition of A, the final equation is

P (A|I,x, c) =

∑
k

(
P (R,D, I|k,x, c) + P

(
R,D, I|k,x, c

))
P (k)∑

k

(
1− P

(
I|k, c

))
P (k)

,

=

∑
k

(
P (R|k, c)P (D|k,x) + P

(
R|k, c

)
P
(
D|k,x

))
P (I|k, c)P (k)∑

k

(
1− P

(
I|k, c

))
P (k)

. (3)

During the training the reasoning probabilities r+c,k, r0c,k, and r−c,k are learned. They are defined as:

• Positive reasoning: r+c,k = P (I|k, c)P (R|k, c) ... the probability that the k-th component
is important and must be detected to support the class hypothesis c.

• Negative reasoning: r−c,k = P (I|k, c)P
(
R|k, c

)
... the probability that the k-th component

is important and must not be detected to support the class hypothesis c.

• Indefinite reasoning: r0c,k = P
(
I|k, c

)
... the probability that the k-th component is not

important for the class hypothesis c.
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Adding the relations P (D|k,x) = dk (x) and P
(
D|k,x

)
= 1− dk (x) and assuming that P (k) =

1
#K leads to6

P (A|I,x, c) =

∑
k

(
r+c,kdk (x) + r−c,k (1− dk (x))

)
∑
k

(
1− r−c,k

) . (4)

The statement r+c,k + r0c,k + r−c,k = 1 is obvious, replacing the summations with the derived proba-
bilities:

P (R|k, c)P (I|k) + P
(
R|k, c

)
P (I|k, c) + P

(
I|k, c

)
= 1,(

P (R|k, c) + P
(
R|k, c

))
P (I|k, c) + P

(
I|k, c

)
= 1.

A reformulation of Eq. (4) with matrix calculus yields Eq. (1).

B.2 Derivation of the class probability vector

For some applications it is useful to have a class probability vector instead of a class hypothesis
possibility vector. To achieve this, the class hypothesis probabilities have to be normalized. The
normalization into a class probability vector can be achieved by the derivation of the probability for
a class c under the condition of an agreement A and importance I

P (c|A, I,x) =
P (c, A, I,x)

P (A, I,x)
,

=
P (c, A|I,x)

P (A|I,x)
,

=
P (A|I,x, c)P (c)∑

c′∈C P (A|I,x, c′)P (c′)
,

=
pc (x)P (c)∑

c′∈C pc′ (x)P (c′)
, (5)

where P (c) is the prior probability of the class c. Hence, the transformation is obtained by dividing
class-wise by the sum of all class hypothesis probabilities.

C Partial spatial reasoning

In the following, the most generic model of the presented reasoning process is described. Each
reasoning process (spatial reasoning or reasoning over full-size components) defined in the main
paper can be derived in terms of this generic model. In the initial description of spatial reasoning, it
is assumed that the spatial dimension of the reasoning possibility stack vr is equivalent to the spatial
dimension of the detection possibility stack vd. In the general case, we relax this assumption to
vr ≤ vd. For example in case of image inputs, the detection possibility stack has a dimension of
vd × hd × #K and the reasoning possibility stack the dimension of vr × hr × #K with vd ≥ vr
and hd ≥ hr. Now, instead of computing just one class hypothesis probability pc (x) as in spatial
reasoning, we slide the spatial reasoning process of Fig. 3 with the smaller reasoning possibility
stack over the detection possibility stack. This results in a class hypothesis probability map of size
vp × hp. Additionally, we collect the probabilities of all classes into a stack of size vp × hp ×#C.
As a final step we downsample the possibility stack to a class hypothesis possibility vector, e. g. by
applying global max pooling.

The idea behind this approach is that we search at different positions for a match of the learned
class DP in the extracted DP. Doing so, we can handle local shifts and, hence, detect objects at
different positions in general. In this case, the reasoning process is only applied over a part of the
detection possibility stack, thus, we call it partial spatial reasoning. This operation can be efficiently
implemented as the reasoning process Eq. (1) is equivalent to an affine transformation.

6We experimented with networks where the priors P (k) were kept as trainable parameters. The assumption
that they have to add up to one was modeled by a softmax squashing. We found no real advantage to keep these
parameters trainable. Nevertheless, to do so might be useful when training sparse models or performing a
pruning of the components after the training by thresholding over the learned priors.
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D Training of classification-by-components networks

Training of the components If defined as trainable parameters in the input space, it is required
to constrain the components κk to remain in this space. This is achieved by performing a form of
projected gradient descent learning, where the components are clipped back into the correct range
after each update. If the components are defined as trainable parameters in the feature space, this is
not required and they can be trained over R.

The projected gradient descent learning is used during the experiments on MNIST, CIFAR-10, and
GTSRB, where the input space is defined over the interval [0, 1]. For the experiment on IMAGENET,
no additional constraint is needed as the components are defined in the feature space.

Training of the reasoning possibility vectors One main condition in the CBCs is that the
trainable reasoning vectors r+c , r0c , and r−c are elements of [0, 1]

#K and add up to one, i. e.,
r+c +r0c+r−c = 1. This condition is preserved by encoding the three reasoning vectors for each class
into two vectors that can be learned. These two vectors are denoted as ac and bc and are defined to
be elements of [0, 1]

#K. The decoding into the reasoning vectors is defined by

r+c = ac,

r−c = (1− ac) ◦ bc,
r0c = 1− ac − (1− ac) ◦ bc.

During the training of a network the parameters ac and bc are constrained to [0, 1]
#K by clipping

values outside the interval after each update which can be seen again as a form of projected gradient
descent learning. To avoid the computation of r0c we can substitute 1− r0c in Eq. (1) by r+c + r−c .

Training of the pixel probabilities In the CBCs with spatial reasoning, the class-wise pixel prob-
abilities αc,i are potentially trainable parameters. By definition, it must hold that αc,i ∈ [0, 1] and∑
i,j αc,i = 1. This is preserved by learning encoded parameters α̃c,i ∈ R that can be decoded

using a softmax activation

αc,i =
exp (α̃c,i)∑
i′ exp (α̃c,i′)

to get the pixel probabilities αc,i.

End-to-end learning of a CBC An important observation is that the components are in general
not equal to any elements of the dataset. This fact is important for the training of CBCs that use a
Siamese setup to extract features from both the inputs and the components. Particularly, one path of
the Siamese feature extractor processes the input samples and the other processes the components.
To solve the classification problem, it is important that the feature extractor is only updated to extract
characterizing features from dataset samples and not from the non-dataset samples (the components).
Hence, the gradient backflow to the parameters of the feature extractor path, which is responsible
for extracting features from the components, has to be stopped. The gradient backflow through this
path is only used for updating the components if they are trainable.

While this is a slight deviation from the usual training procedure of a Siamese network, it improves
the training of interpretable components significantly and is theoretically grounded.

E Extended evaluation

In this section, we present an extended evaluation on MNIST, GTSRB and CIFAR-10. Before we
start, we describe general settings of the CBCs which were used throughout all experiments. After
that, we start with MNIST and present the results of the ablation study and some first robustness
evaluation results. We continue with GTSRB where we show how a CBC performs on the physical
adversarial images from [50]. Finally, we present results on CIFAR-10.
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E.1 General training setup and network setting

If not stated differently, all networks were trained with the following setting on a single NVIDIA
Tesla V100 32 GB GPU using KERAS7 with TENSORFLOW8 backend. The input samples were
always normalized to the input space defined over [0, 1]. If components / prototypes are defined in
the input space, then they are constrained to this space. All networks were trained for 150 epochs
with the default Adam optimizer from KERAS with an initial learning rate of 0.003. The learning
rate was automatically decreased by a factor of 0.9 when the validation loss did not improve for five
epochs. We used a batch size of 128 and data augmentation consisting of ±2 pixels random shifts
and ±15◦ random rotations. The loss function of the CBCs was the introduced margin loss with
a margin of β = 0.3. We trained the whole networks from scratch and initialized the reasoning
probabilities with [0, 1] and the components with [0.45, 0.55] uniform random noise.9 The detection
probability function is the cosine similarity with ReLU activation to clip the negative part.

Depending on the performed experiment, different CNNs are used as feature extractor for the CBC.
With the exception of the CNN feature extractor used in the IMAGENET experiment, all feature ex-
tractors have a few settings in common. Specifically, the convolutional filters in the feature extractor
are constrained to have an Euclidean norm of one and are activated by the Swish activation function.
Additionally, the feature extractors do not contain any batch normalization. This setting is chosen
based on the results of the ablation study presented in Sec. E.2.2. From here on, we will denote
this setting of a CNN feature extractor in combination with the margin loss and cosine similarity
detection probability function as the standard setting. In contrast, when a CNN feature extractor is
used that is more in line with common CNN architectures (no convolutional filter constraint, ReLU
activation and batch normalization) we will refer to it as the non-standard setting. CBCs with the
non-standard setting still use the margin loss and cosine similarity detection probability function, if
not stated differently.

All networks were trained at least three times. We report the mean and standard deviation of the test
accuracy and give notice when a run diverged. Moreover, we do not report early stop accuracies. In
addition, we present the average probability gap of a CBC over the test set. The probability gap is
defined as

max {pc (x) |c ∈ C} −max {pc′ (x) |c′ ∈ C, c′ 6= arg max {pc (x) |c ∈ C}} .

This value is different from the probability gap (margin) optimized by the margin loss, as the pre-
dicted class is not necessarily equivalent to the correct class.

A note about the detection probability function In parallel to the cosine similarity as detection
probability function, in a couple of experiments, we studied the use of the Euclidean distance acti-
vated by the negative exponential. As stated in [16], the Euclidean distance can be trained in deep
NNs if one takes the distribution of the distance (e. g. the χ2 statistics if the requirements for this
distribution are fulfilled) into account. Otherwise, the Euclidean distance together with the negative
exponential leads to the vanishing gradients problem. In the evaluations, we tackled this problem by
training a scaling parameter σ ∈ R>0 such that the detection probability function becomes

dk (x) = exp

(
−
‖f (x)− f (κk)‖22

σ

)
. (6)

Using this approach with the trainable parameter σ, a CBC with the Euclidean distance was able to
achieve similar results to a CBC with the cosine similarity. However, the stability of the training
was sensitive to the initialization of σ and was prone to diverge. We see this as an indicator for the
detection probability function being crucial for the success of the CBCs and therefore consider it as
one of the main focus points of further research.

7https://keras.io/
8https://www.tensorflow.org/
9This is a suboptimal initialization of the components as it does not include any prior knowledge obtained

from having access to the dataset before training. Using class-wise means or (partial) samples of the dataset
might lead to earlier convergence.
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Figure 7: Learned reasoning process of a CBC without feature extractor, 10 components and trained
over a margin β = 0.3 on MNIST. Top row: The learned components. Bottom row: The learned
reasoning probabilities collected in reasoning matrices. The class is indicated by the MNIST digit
below. The top row corresponds to r+c,k, middle row to r0c,k, and bottom row to r−c,k. White squares
depict a probability of one and black squares of zero.

E.2 MNIST

In this section we present the full evaluation of CBCs with experiments performed on MNIST. The
first experiment evaluates the performance of a CBC without a feature extractor on top and compares
it to a traditional prototype-based classifier. Following this, we present the results of the ablation
study and discuss the impact of certain parameters on the CBC performance. Similar to Sec. 4.1,
we use the results of the ablation study to perform a set of experiments with a CBC with feature
extractor and a varying number of components. This set of experiments leads to an observation
regarding the relation between the interpretability of components and the robustness of the network
against adversarial attacks, which we discuss afterwards. Finally, we close this section by presenting
additional visualizations and provide an extended description of the construction process of the
presented visualizations for patch component CBCs.

E.2.1 CBCs without a feature extractor

Experiment description The purpose of this experiment is to compare the CBC to a prototype-
based classifier. Additionally, we want to show that the reasoning process is a natural extension to the
BMPP employed by them. For a fair comparison, the identity mapping is used as feature extractor
of the CBC. Therefore, the detection probability function computes the dissimilarity directly in the
input space (as in most prototype-based classifiers). One of the design goals for the CBC is that
the BMPP is a valid solution of the classification process. Therefore, we use an architecture with
10 full-size components, which converges to the BMPP if we train for a robust classification (high
enough margin β in the margin loss). Additionally, we show that the CBC can discover an alternative
to the BMPP if we allow the classification to be based on weak decisions. This is done by lowering
the margin β in the margin loss.

The prototype-based classifier that we compare to the CBC is the Generalized Learning Vector
Quantization (GLVQ) method [14] which is a supervised, end-to-end trainable classifier. As base-
line, we use GLVQ with one prototype per class and squared Euclidean distance.

Accuracy results In terms of accuracy the CBC performs slightly better than GLVQ with a test
accuracy of (83.5± 0.12) % against (81.7± 0.22) %. If we reduce the margin β to 0.1 the accuracy
increases to (89.5± 0.12) % and clearly outperforms the learned GLVQ model. We hypothesize
that the reason for this is that with a smaller margin the network has the freedom to classify by weak
decisions. The combined optimization of forcing a margin of 0.3 and high accuracies might result
in a trade-off between accuracy and the robustness of the decisions. On the contrary, GLVQ is by
design a hypothesis margin maximizer [15]. Thus it is optimizing for a maximum averaged relative
margin over all samples and, therefore, forces the model to robust decisions.

Empirical evidence supporting this weak decision hypothesis can be found by evaluating the average
probability gap of the CBC classifications. While for a margin of 0.3 this gap is 0.16 ± 0.11, it is
only 0.1±0.05 for a margin of 0.1. For this evaluation only the correct classified images were taken
into account and, therefore, the direct comparison to the optimization margin can be made.

Interpretation of the reasoning with a margin of 0.3 In Fig. 7 we depict the learned reasoning
process with a margin of β = 0.3. The network converges consistently towards the BMPP and
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Figure 8: Class-specific prototypes learned by GLVQ. The class is indicated by the MNIST digit
below.
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Figure 9: Learned reasoning process of a CBC without a feature extractor, 10 components and
trained over a margin β = 0.1 on MNIST. Top row: The learned components. Bottom row: The
learned reasoning probabilities collected in reasoning matrices. The class is indicated by the MNIST
digit below. The top row corresponds to r+c,k, middle row to r0c,k, and bottom row to r−c,k. White
squares depict a probability of one and black squares of zero.

turns the class-independent components into prototypical (class-specific) components. The learned
components can directly be recognized as class-specific components as they resemble digit shapes.
The BMPP is learned if the indefinite reasoning probabilities for all components, except for one, are
close to one and if the remaining component is used for positive reasoning. Only for the class 1 the
CBC performs a slightly negative reasoning over the component f which can be seen at the grayish
negative reasoning probability. It is a remarkable observation that the CBC converges consistently
towards the BMPP, without any regularization or constraint over the reasoning process. This be-
havior shows that the BMPP is a stable solution for a robust classification process. The learned
components are similar to the learned prototypes of the GLVQ model in Fig. 8. For example, com-
pare the strong component of class 5 with the learned GLVQ prototype. This provides additional
evidence for the claim that a CBC can act similar to a prototype-based classifier, but only if this
is the best classification principle for the task. The differences between the learned prototypes and
components are the result of the different similarity measures. If we switch to Eq. (6) as detection
probability function in the CBC, then the learned components start to become indistinguishable to
the learned prototypes.

Interpretation of the reasoning with a margin of 0.1 In contrast to the learned reasoning process
with a margin of β = 0.3, the reasoning process over a low margin is complementary to the BMPP,
see Fig. 9. Almost all the decisions are based on strong negative reasoning over one component.
Only a few classes show weak positive reasoning over a few components. Hence, the learned com-
ponents can be interpreted as negative examples of the classes: To make a correct classification of a
given image, the strong (negative) component of the correct class should have the lowest detection
probability in the image. The interpretation of negative samples is hard as it is not a human intuitive
reasoning process.

Albeit a bit less intuitive, it is still possible to understand the classification decision. Consider the
reasoning process of the class 0, which relies on strong negative reasoning over component h. This
component has a bright dot in the middle and the rest remains almost black. It is not hard to see
that this is indeed a negative example for the class 0 as a zero is the only digit which has no stroke
in the middle. The same interpretation can be applied for class 1 and the respective component. A
more complex interpretation is the reasoning of the class 7 and negative component i. The black top
horizontal line indicates a unique property of the seven and a five: the horizontal top stroke. To avoid
confusions to a five it strongly highlights the region where a five has the transition from the vertical
stroke to the arc – which means this should not be present. The property, that the classification
is sometimes based on just finding unique parts and does not understand the whole image, was in
general observed in a couple of low margin experiments, also beyond MNIST.
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0 1 2 3 4

Figure 10: Example components for the visual evaluation of the interpretability. We excluded ex-
amples of the score category five as these are assumed as real input images.

E.2.2 Ablation study

As described in Sec. 4.1, we found a strong variation within the interpretability of the components.
The goal of this study was to find out how different settings of a CBC affect the interpretability of
its components.

Experimental setup The following 4-layer CNN is used as feature extractor for the evaluation:

1. Convolution: 32 filters, kernel size 3×3, stride 1×1, bias, no padding;
2. Convolution: 64 filters, kernel size 3×3, stride 1×1, bias, no padding;
3. Max pooling: pool size and stride 2×2;
4. Convolution: 64 filters, kernel size 3×3, stride 1×1, bias, no padding;
5. Convolution: 128 filters, kernel size 3×3, stride 1×1, bias, no padding;
6. Max pooling: pool size and stride 2×2.

The reasoning is defined with 10 full-size components. We experimented with all possible
combinations of the following parameters and their configurations (<parameter description:
configuration-1, configuration-2, ...>):

• activation function of convolutional layers: ReLU, Swish;
• constraint of convolutional filters (kernels) to Euclidean norm one: true, false;
• application of batch normalization after the first max pooling layer: true, false;
• activation of the cosine similarity to provide the detection probability function: ReLU (x),

(ReLU (x))
2;

• squashing function φ in Eq. (2): Exponential Linear Unit (ELU) [51] function, margin loss
with β = 0.1, margin loss with β = 0.3, margin loss with β = 0.5, margin loss with
β = 0.7, margin loss with β = 0.9.

Evaluation After the networks were trained, we extracted the final components for each combi-
nation. We asked 10 human experts to give scores to the interpretability of components by visual
examination. For each combination, we asked for one score for all resulting components. The score
values were described according to the following definitions and accompanied by the examples in
Fig. 10:

Score of 0: The images resemble unstructured noise with no visible digit shapes.
Score of 1: The images show something resembling a digit, but the image contains a lot of noise.
Score of 2: The images show something resembling a digit, but might contain artifacts of other

digits.
Score of 3: The images show real looking digits, but the background contains a lot of noise.
Score of 4: The images show real looking digits and background contains close to no noise.
Score of 5: The images are indistinguishable from real inputs.

The final interpretability score is computed as the average. Additionally to the interpretation score,
we collected some statistics over the training / test accuracy / loss.
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Figure 11: Impact of the squashing function φ on the interpretability score and the test accuracy.

Results Since the overall goal of the ablation study is to find a CBC setting where the components
are learned to be human interpretable, the first evaluation criterion is the interpretability score. Two
of the combinations scored an interpretability score of 3.8 (the highest score that was given to a
model by a single expert was 4). The difference between these two models is the loss function in
use, see Fig. 11. The first model was trained with ELU function for φ whereas the other model was
trained over the margin loss with a margin of β = 0.3. To decide which model performs better, we
compared their final test accuracies. The model with the margin loss performed significantly better:
(99.27± 0.1) % average test accuracy with margin loss and (97.86± 0.19) % with ELU function.
Hence, the combination of this point was chosen to be the standard setting for CBCs throughout all
experiments. Interestingly, the whole evaluation showed that the accuracy is not correlated with the
interpretability score, see Fig. 11. Hence, a model with non-interpretable components was able to
reach high accuracies.

In Fig. 12 we visualize the effect of the other parameters. There is no clear trend regarding the cosine
similarity activation but a clear trend with respect to the other parameters. The defined standard
setting clearly outperforms all others.

Analysis of the results In general, the Euclidean constraint seems to have the strongest impact
on the interpretability, see Fig. 12. We observed the positive effect of this constraint during an
experiment with convolutional filters predefined as Sobel operators. The idea behind this constraint
is to make all the filters comparable and normalize them in such a way that each can distribute 100%
of energy over their weights.10 Later we realized that in the non-standard setting (ReLU activation
of convolutional layers, batch normalization, and no constraint), the activations seem to explode
with increasing network depth of the feature extractor, see Fig. 13a. Note the different scales of
the horizontal axis of the two plots. Independently to that, the CBC with the non-standard setting
trained to an acceptable, but lower accuracy of (98.86± 0.26) % compared to the standard setting.
To understand how the network with the non-standard setting classifies, we draw some conclusions
from the CBC architecture in use:

1. The cosine similarity is equivalent to a dot product (Euclidean inner product) after the two
input vectors were normalized to an Euclidean norm of one.

2. If there are elements in the vector that are orders of magnitude larger than all other elements,
then only the largest values will be nonzero after the normalization and only these values
can add to a high output similarity.

3. After the normalization, a high detection probability of dk (x) ≈ 1 implies f(x)
‖f(x)‖2

≈
f(κk)
‖f(κk)‖2

and thus the input is similar to the k-th component.

10In [52], the application of Euclidean normalizations in NNs is studied.
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(a) Impact of the activation of convolutional layers
on the interpretability score and the test accuracy.
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(b) Impact of the Euclidean constraint on the inter-
pretability score and the test accuracy.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
interpretability score

0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00

m
ax

. t
es

t a
cc

ur
ac

y

true
false

(c) Impact of batch normalization on the inter-
pretability score and the test accuracy.
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(d) Impact of the cosine similarity activation on the
interpretability score and the test accuracy.

Figure 12: The results of the ablation study regarding the parameters convolutional activation, Eu-
clidean constraint, batch normalization, and cosine similarity activation.
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(a) CBC with non-standard setting.
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(b) CBC with the standard setting.

Figure 13: The distribution of the input values (output activations of the feature extractor) to the
detection probability function with the non-standard setting (a) and the standard setting (b) depicted
as histograms. We evaluated the histograms over the training database.
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(a) CBC with the non-standard setting.
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(b) CBC with the standard setting.

Figure 14: Activations of the feature maps of the final convolutional layer in the feature extractor
after Euclidean normalization. The activations are shown for the strong positive component of the
class 4 for the non-standard setting (a) and the standard setting (b). The colors within one plot
correspond to the spatial dimensions and show how different spatial dimensions within the 4×4
feature stack contribute. Above the plot, the corresponding learned component is depicted.

4. If the model classifies by the BMPP over the prototypical component κk for class y and
py (x) ≈ 1 is valid, then dk (x) ≈ 1.

Both networks classify by the BMPP over prototypical components (see Fig. 14 for example com-
ponents of both networks) with high output probabilities of py (x) ≈ 1 for correct classifications.
The components of the CBC with non-standard setting are not human understandable while the
components of the CBC with standard setting are. By conclusion 4 and 3 we know that after the
normalization an input has to be approximately equivalent to the strong prototypical component.
Moreover, by conclusion 2 we know that only nonzero values contribute to the classification deci-
sion.

In case of the non-standard setting, or in other words the setting most often used in CNNs, the
nonzero values are those of high activation. Hence, the model outputs high activations to suppress
small values. Moreover, the network relies only on a few significant features for each class, see
Fig. 14a for an example activation pattern after normalization. The complete classification of a digit
four is based on a few features of two different feature maps.11 By this “trick” the network does not
learn to extract useful features which can be used across the classes but instead amplifies a certain
feature map for each class. The activation pattern of a certain class is not understandable as the
components can not be interpreted.

With the standard setting the classification works differently. The network cannot overemphasize
a few features as the filters are normalized by the Euclidean norm and can also not produce filters
where all the weights are zero (“dead” filter). Hence, the network has to incorporate each filter
and, therefore, learns highly discriminative features. If we consider the activation patterns across all
classes, we observe that the network learns features that are used across multiple classes and that it
classifies by combining several features, see the activation pattern after normalization of Fig. 14b.
We hypothesize that the reason why the components become human interpretable, is that compared
to the network with the non-standard setting, the network with the standard setting really learns to
decode the whole digit into a high level representation, such as strokes and arcs. In contrast, the
network with the non-standard setting just learns a unique pattern, for example the distribution of
intensities.

11A feature map is the output produced by one filter of a convolutional layer. Moreover, the feature map
index refers to the filter index.
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Figure 15: Evolution of a component over the epochs of a 10 components CBC.
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Figure 16: Learned reasoning process of a CBC with 10 components on MNIST. Top row: The
learned components. Bottom row: The learned reasoning probabilities collected in reasoning matri-
ces. The class is indicated by the MNIST digit below. The top row corresponds to r+c,k, middle row
to r0c,k, and bottom row to r−c,k. White squares depict a probability of one and black squares of zero.

The different losses show no superior trend regarding a specific setting except that a too big mar-
gin in the margin loss is harmful for both interpretability and accuracy. From [53] and [54] we
know that the optimization of a similarity (or metric) with a contrastive loss could lead the feature
extractor to project all the points from one class to only one single point. This effect is known as
collapsing dimensions and is the main reason why we do not apply losses like mean squared error
or cross entropy as they rely on the optimization towards a one-hot label. This effect leads to highly
non-linear regions in the learned mapping. We believe that the model needs “space” to distribute
the feature vectors smoothly and well scattered to converge to the desired interpretability. A com-
promise between the optimization for correct classifications and the increase of the margin is the
ELU squashing. It has a derivative of one for incorrectly classified samples and slowly scales down
the updates of already correctly classified images to avoid a collapsing of dimensions. The ELU
loss is an alternative to the margin loss and worked well throughout all experiments. However, it is
always slightly below the margin loss in terms of accuracy. Moreover, we observe that, even when
we are optimizing for a fixed margin of β = 0.3, the resulting margin is often much bigger, see
Fig. 18. This is an indicator that the feature vectors are fairly smoothly distributed throughout the
whole space.

So far, we have no explanation for why the batch normalization seems to be harmful for the inter-
pretability. In contrast, we think that the improved behavior of Swish is due to the property that the
function is differentiable everywhere and has almost always nonzero gradients.

E.2.3 CBCs with feature extractor

In addition to the results over a 9 component CBC with feature extractor presented in Sec. 4.1.1, in
this section we present additional results of a 10 and an 8 components model and show that the CBC
can also deal with other numbers of components and still classifies well on MNIST. Afterwards,
we show that the sparseness of a CBC (fewer components) does come with reduced performance
as the models show a significantly smaller margin between the probabilities of the correct and the
incorrect class with the highest probability. This indicates that the models start to classify by weaker
decisions. The standard setting for CBCs is used for this experiment, making it equivalent to the 9
component CBC presented in Sec. 4.1.1 but with the different number of components.

10 components CBC To give an impression on how the model learns the components, we present
the evolution of a component starting from random noise in Fig. 15. After a few epochs the rough
shapes of the modeled digits are visible and the remaining epochs are used for fine-tuning to remove
background noise. In general, the training of the model is stable and converges consistently to
high test accuracies of (99.27± 0.1) %. Interestingly, the model does not always converge clearly
towards the BMPP with sharp prototypical components, as shown in Fig. 16. It occurred quite
often that the model solves the reasoning for the class 1 with strong negative reasoning over one
component. In this case 9 components were clearly class-specific in the human understandable
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Figure 17: Learned reasoning process of a CBC with 8 components on MNIST. Top row: The
learned components. Bottom row: The learned reasoning probabilities collected in reasoning matri-
ces. The class is indicated by the MNIST digit below. The top row corresponds to r+c,k, middle row
to r0c,k, and bottom row to r−c,k. White squares depict a probability of one and black squares of zero.

sense and the strong component for the class 1 remained in a state similar to the strong negative
component in Fig. 4.

8 components CBC If we train a CBC with 8 components and compare it to the models discussed
before, we can observe a slight drop in accuracy to (99.07± 0.1) %. To classify MNIST with only 8
components, the model learns to reason negatively over a couple of components. Similar to before,
the 1 is classified via negative reasoning. In addition to that, the model classifies the 2 with negative
reasoning too. In contrast to all models before, the model classifies the 6 with a combination of
positive and negative reasoning. Moreover, the learned classification principle becomes hard to
understand. Despite some of the components being easy to interpret, it cannot be easily answered
how the model uses component g for positive reasoning for class 8 and for negative reasoning for
class 2.

Comparison of the models The sparsity of the number of components comes with some down-
sides. First of all, the models become harder to interpret as shown in the comparison between the 10
component model in Fig. 16 and the 8 component model in Fig. 17. Secondly, the networks start to
classify by weaker decisions if the number of components is reduced. This is, however, not directly
noticeable in the accuracy as for all three models it is still above 99%.

All networks are optimized towards a probability margin of 0.3 between the correct and highest
probable incorrect class with the margin loss. Despite that, the 10 components network has an av-
erage probability gap of 0.59± 0.14 over correctly classified images after training. This shows that
even though we are optimizing only for a margin of 0.3 the networks can become more discrimina-
tive by themselves and distribute the probabilities through the whole range if possible, see Fig. 18a.
The figure clearly highlights that incorrectly classified images are indicated by a high uncertainty as
the probability gap is much smaller. This indicates that the runner-up class and the predicted class
are almost equivalent. In other words, the model is not certain about its classification decision.

If we decrease the number of components in the CBCs, we observe that the probability gap of
correctly classified images becomes smaller, see the shift of the distribution in Fig. 18b and Fig. 18c.
At the same time the distribution of incorrectly classified images does not change that much. Overall,
the densities clearly show that the decreased number of components lowers the credibility of the
model’s classification decision.

E.2.4 Adversarial robustness and rejection

During the ablation study we found that for some settings of the feature extractor, the final trained
components were more interpretable than for other settings. Interestingly, the network was able
to achieve close to perfect classification with both interpretable and non-interpretable components.
Given that the CBCs of the ablation study rely only on positive reasoning through the BMPP and
that the components are defined in the same space as the input, we know that the components should
be interpretable if py (x) ≈ 1 as it implies dk (x) ≈ 1 for the prototypical component κk. Hence,
we hypothesize: If the CBC converged to the BMPP but the trained components are not interpretable
although py (x) ≈ 1, then it is safe to assume that the network might be susceptible for adversarial
attacks.

We performed a robustness evaluation to provide empirical evidence that this hypothesis is correct.
Moreover, based on these results we show that the distribution of class hypothesis probabilities of
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(a) 10 components CBC.
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(b) 9 components CBC.
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(c) 8 components CBC.

Figure 18: Distribution of the probability gap over incorrectly and correctly classified images by
CBCs on MNIST with different numbers of components. We visualize discrete approximations of
the continuous density functions.
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Table 1: The results of the adversarial robustness evaluation. The attacks are grouped by the norm
under which they are optimized, the boxes denote if the attack is either white or black box. For each
model, we report the clean accuracy in %, the median-δa (left value) and acc-a score (right value) in
% for each attack, and the worst-case analysis over all Lp-attacks by presenting the median-δ∗p (left
value) and acc-a∗p score (right value) in %. Higher scores mean better robustness. For each attack
the best median-δa is highlighted in bold.

CNN-0 CNN-4 CBC-0 CBC-4
clean accuracy 99.6 99.6 98.6 99.4

L
2

DEEPFOOL � 1.01 9.6 1.20 22.0 0.64 30.3 1.98 71.0
C&W � 0.86 5.2 0.99 5.1 0.58 28.5 1.27 29.6
POINTWISE � 2.62 88.9 2.79 93.2 1.59 53.5 3.19 94.4
BOUNDARY � 1.12 19.2 1.29 28.2 0.32 3.0 1.69 66.0
worst-case 0.84 1.5 0.98 4.8 0.28 0.12 1.26 27.5

L
∞

FGSM � 0.19 21.0 0.16 12.6 0.11 25.2 0.24 30.6
DEEPFOOL � 0.10 0.1 0.11 0.0 0.08 24.4 0.18 15.2
PGD � 0.09 6.0 0.10 2.5 0.04 1.9 0.15 0.2
worst-case 0.09 0.0 0.09 0.0 0.04 1.9 0.15 0.02

L
0

POINTWISE � 5.0 3.3 5.0 5.9 2.0 0.1 7.0 16.0
S&P � 29.0 78.0 32.0 82.2 11.0 46.6 60.0 94.2
worst-case 5.0 3.3 5.0 5.9 2.0 0.01 7.0 16.0

a CBC can be used to detect when an image is manipulated. This property can be used for reject
strategies as we show later. The same property is observed with GTSRB on real world adversarial
examples, see Sec. E.3.

Network setup For the evaluation, two CBCs and two CNNs are used. The first model is equiv-
alent to the CBC with the standard setting from the ablation study in Sec. E.2.2 with a high in-
terpretability score of 3.8 and is called CBC-4 in the following. The second model is the equiv-
alent CBC with the non-standard setting, which was also used previously in the ablation study in
Sec. E.2.2. This model reaches an interpretability score of 0.4 and is called CBC-0.

The two CNNs are constructed by taking the feature extractor networks of the CBCs and adding
two fully-connected layers on top. The fully-connected layers have 512 and 10 units respectively
and are separated by a dropout of 0.5. The activation function for the first fully-connected layer is
similar to the one chosen for the convolutional layers while for the final fully-connected layer the
softmax activation function is used to produce a probability vector. Both networks were trained with
the cross entropy loss. The other parameters of the two CNN baseline models were chosen such that
CNN-0 was in line with CBC-0 and CNN-4 with CBC-4.

Robustness evaluation As the CBCs were not designed with a specific thread model in mind
the robustness was evaluated over three different Lp-norms using both black and white box at-
tacks: DEEPFOOL [55], CARLINI&WAGNER (C&W) [56], POINTWISE [57], FAST GRADIENT
SIGN METHOD (FGSM) [8], BOUNDARY [46], PROJECTED GRADIENT DESCENT (PGD) [58],
and SALT-AND-PEPPER noise attack (S&P) implemented in FOOLBOX [59]. We define an adver-
sarial image x̃ as a manipulated image of the input image x which is misclassified by the model.
Moreover, we search for adversarial images such that ‖x− x̃‖p becomes minimal. To evaluate the
robustness, we tried to compute an adversary for each sample of the MNIST test dataset with each
attack a and computed the adversarial distance δa (x, y). Given a sample (x, y) from the dataset T
and a Lp-attack a, δa (x, y) is defined as: (1) 0, if the data sample x is misclassified by the model;
(2) ‖x̃− x‖p, if a found an adversary x̃; (3) ∞, if no adversary was found by a. Based on this
definition we use four robustness evaluation metrics defined in [57, 60]:

Median adversarial distance: For each attack a the median-δa score is defined as
median {δa (x, y) | (x, y) ∈ T } , describing an averaged δa regarding T robust to
outliers.

Worst-case median adversarial distance: The median-δ∗p score is computed for all Lp-
attacks as the median

{
δ∗p (x, y) | (x, y) ∈ T

}
, where δ∗p (x, y) is defined as
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Table 2: True positive and false positive rates for the four different rejection strategies. A threshold
of ty = 0.4 and tβ = 0.3 were used.

database count ty tβ ty ∨ tβ ty ∧ tβ

clean images (FP) correct classified 9 938 2.0% 3.8% 4.1% 1.7%
incorrect classified 62 58.1% 91.9% 91.9% 58.1%

adversarial images (TP) 90 000 77.3% 99.5% 99.5% 77.3%

min {δa (x, y) |a is a Lp-attack}. This score is a worst-case evaluation of the median-δa,
assuming that each sample is disturbed by the respective worst-case attack a∗p (the attack
with the smallest distance).

Threshold accuracy: The acc-a of a model regarding T is defined as the percentage of adversarial
examples found with δa (x, y) > tp. This metric represents the remaining accuracy of the
model when only adversaries below a given threshold are considered valid.

Worst-case threshold accuracy: The acc-a∗p of a model regarding T is defined as the percentage
of adversarial examples found with δ∗p (x, y) > tp using the respective worst-case attack
a∗p.

Similar to [57, 60] we used the following thresholds for the evaluation: t0 = 12, t2 = 1.5, and
t∞ = 0.3.

The robustness evaluation scores are presented in Tab. 1. As highlighted in bold, for all 9 attacks
(including the worst-case) the CBC-4 with interpretable components outperforms all other models
by a large margin. It must also be noted that the CBC-0 has by far the lowest robustness score
across all attacks. This provides empirical evidence for the hypothesis that the interpretability of the
components is a good indicator for the robustness of the CBC.

In general, the CNN baseline models have a higher robustness than the CBC-0. But in contrast to the
relation between the CBC-0 and CBC-4, we observe no significant improvement in the robustness if
we use the preferred feature extraction parameters in the CNN baselines. Hence, this suggests that
the preferred standard setting is special to the CBCs.

Rejection of adversarial examples In Fig. 19 a collection of statistics is presented to highlight
the difference between clean and adversarial examples for the CBC-4 model. Fig. 19a and Fig. 19c
visualize the distribution of the predicted probability. The probability gap is visualized in Fig. 19b
and Fig. 19d.

The distribution of adversarial images is similar to the distribution of incorrectly classified images.
Hence, both have a significantly lower prediction probability and a smaller probability gap com-
pared to correctly classified clean images. Using these two statistics, it should therefore be possible
to construct a rejection strategy in which the false positives (rejected clean examples) are mostly
incorrectly classified anyway. In Tab. 2 the True Positives (TP) and False Positives (FP) for four
of such strategies are given. The prediction reject strategy rejects all inputs for which the predicted
class hypothesis probability is below a probability threshold ty . The margin reject strategy rejects
all inputs with a probability gap below tβ . These two rejection strategies are combined using both
the logical OR and AND operations.

From Tab. 2 we can conclude that it is indeed possible to use the class hypothesis probability and
the probability gap of an image to efficiently reject adversaries. Using only the margin rejection
strategy with tβ = 0.3 it is possible to reject close to all (99.5% of 90 000 samples) adversarial
examples generated for the CBC-4 model with only a small cost in terms of FP rate (3.8%) of
correctly classified clean samples. Only using the class hypothesis probability with ty = 0.4 for
rejection produces an even lower FP rate (2.0%) for correctly classified clean samples but fails to
reject a large portion of the adversarial examples (22.7%). Due to the excellent performance when
only the class hypothesis margin is used, not a lot of benefit in terms of FP and TP rates can be
gained from combining the two strategies.12

12For further research we want to study rejection decisions regarding the measure “probability gap times
predicted class probability”.
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(a) The distribution of the predicted class probability
for correctly and incorrectly classified clean images.
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(b) The distribution of the probability gap for cor-
rectly and incorrectly classified clean images.
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(c) The distribution of the predicted class probability
for clean and adversarial examples.
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(d) The distribution of the probability gap for clean
and adversarial examples.

Figure 19: Discrete approximations of the continuous density functions of different distributions of
correctly / incorrectly classified and clean / adversarial images. Additionally, we highlight the used
rejection thresholds.

A clear benefit from the combination of both rejection strategies can be observed when we apply the
robustness evaluation performed in the previous section over the CBC-4 model in combination with
the rejection strategies. Hence, an adversarial example is only considered as valid if it is misclas-
sified and not rejected by the strategy. We realized the generation of such adversarial examples by
updating the optimization goal of the adversarial attacks to the goal of fooling the reject strategy at
the same time. The FOOLBOX implementations of the C&W, DEEPFOOL, and FGSM attack were
consistently not able to find an adversarial example when the OR-combined rejection strategy was
used. Non-gradient based approaches, which are less restricted by the inclusion of the reject strat-
egy, required close to double the adversarial distance to fool both the model and the reject strategy
compared to the previous robustness evaluation.

E.2.5 Interpretation of the reasoning

The classification decision of a CBC can be easily interpreted. In the simplest form we can interpret
the learned reasoning process by visualizing the reasoning probabilities and / or the learned compo-
nents, as we showed multiple times before, e. g. in Sec. 4.1.1. If the CBC uses patch components,
see Sec. 2.2, then it is also possible to visualize the learned model using heatmaps and reconstruc-
tions. We will focus in the following on the creation of these visualization and how they relate to
the probabilistic model. While this section primarily focuses on the patch components setting, the
visualization techniques can partly be applied to full-size component CBC, even when the compo-
nents are not defined in the input space. By taking advantage of the similarity properties in use, we
can construct further interpretation techniques, as was shown in Sec. E.2.2.
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In this section, the same CBCs with patch components and spatial reasoning as in Sec. 4.1.2 are
used. Again, they are denoted as α-CBC and �-CBC. In general, the models follow the Siamese
architecture depicted in Fig. 3 except that we apply a max pooling operation of pool size and stride
3×3 after the detection probability measuring to downsample the detection possibility stack to a size
of vd, hd = 7. Both models share the same feature extractor of:

1. Convolution: 32 filters, kernel size 5×5, stride 1×1, bias, no padding;

2. Convolution: 64 filters, kernel size 3×3, stride 1×1, bias, no padding.

The 8 patch components are defined as 7×7 patches (vκ, hκ = 7) in the input space. Hence, the
feature stacks have a size of v′x, h

′
x = 22 and v′κ, h

′
κ = 1 after the feature extraction. We applied

multiple reasoning with two reasoning stacks per class and increased the number of training epochs
to 300 accordingly. All other parameters, the training procedure and the initialization, are equivalent
to the standard setting. The α-CBC has trainable pixel probabilities αc,i,j and the �-CBC has non-
trainable, fixed pixel probabilities defined as αc,i,j = 1/(vr·hr).

Theoretical basis of the visualizations All visualizations show the learned reasoning process and,
hence, the weights of the probability model. More precisely, we visualize the effective reasoning
probabilities r̄±c in two different ways. First, as input independent visualizations without the inter-
action with a given input. Second, as input dependent visualizations with interaction with a given
input. CBCs compute the final probability output pc (x) for a class c by Eq. (1) as the probability of
agreement A under the condition of importance I , see Sec. B.1, abbreviated by A|I:

P (A|I,x, c) = (d (x))
T · r̄+c + (1− d (x))

T · r̄−c .

This equation can be split into positive agreement under the condition of importance (A+|I)

P
(
A+|I,x, c

)
= (d (x))

T · r̄+c ,

and negative agreement under the condition of importance (A−|I)

P
(
A−|I,x, c

)
= (1− d (x))

T · r̄−c .

Both entities resemble probabilities in favor of the class c. Particularly, P (A+|I,x, c) is the proba-
bility in favor of class c by components that have been detected and that should be detected (positive
reasoning), and P (A−|I,x, c) is the probability in favor of class c by components that have been
not detected and that should be not detected (negative reasoning). Additionally, we can compute the
probability against a class c by disagreement A under the condition of importance I , abbreviated by
A|I:

P
(
A|I,x, c

)
= 1− P (A|I,x, c) ,

= (1− d (x))
T · r̄+c + (d (x))

T · r̄−c .

This equation can be split into positive disagreement under the condition of importance (A
+|I)

P
(
A

+|I,x, c
)

= (1− d (x))
T · r̄+c ,

and negative disagreement under the condition of importance (A
−|I)

P
(
A
−|I,x, c

)
= (d (x))

T · r̄−c .

P
(
A

+|I,x, c
)

can be interpreted as the probability against the class c by components that have been

not detected and that should be detected. Similar to that, is the interpretation of P
(
A
−|I,x, c

)
. It

is the probability against class c by components that have been detected and that should be not
detected. These four probabilities are the main ingredients for the visualizations and are related to
paths in the probability tree diagram T , see Fig. 2 for a sub-tree Tc of T .
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Figure 20: Detection probability heatmaps of the α-CBC on a test sample. At the top of each
heatmap we depict the respective patch component. We use the color coding “JET” to map proba-
bilities of 0 to blue and 1 to red.

Detection heatmap visualizations We can use the detection probability function dk (x) for a
certain component κk to get an indication where a component had a detection in the input. We
visualize all eight detection probability heatmaps for the α-CBC over a test input in Fig. 20. If we
consider component b, then we see that it models almost a horizontal stroke. This is reflected in the
heatmap showing that the horizontal lines of the two have a high detection to this component. Since
the horizontal stroke is modeled in the upper part of the patch it might appear in the heatmap that
the detection of the stroke is in a lower region and moreover has a slight offset. As another example,
consider component g. This component is almost a vertical line and correctly detects the vertical
part of the two. In contrast, the component d models the lower left part of a circle and, hence, has
no similarities with parts within the sample.

The detection heatmaps are useful to gain an understanding of the similarity measure, especially
if the representation of the components are learned in the input space and are interpretable. If this
is not the case, then it could become hard to understand what a component really encapsulates. In
this case applying a back projection strategy like in the IMAGENET experiment can be useful, see
Sec. 4.2.

Incorporation of pixel probabilities If spatial reasoning is used, the pixel probabilities have to
be incorporated in the visualizations. The pixel probabilities indicate how important a pixel position
i, j is for the class c. Moreover, they determine how to combine the single pc,i,j (x) for the class
output pc (x). We include the pixel probabilities by a final scaling step applied to the reasoning
heatmaps and reconstructions defined by:

1. Collect all the pixel probabilities αc,i,j for one class c into a map.

2. Normalize the map by maxi,j αc,i,j .

3. Upsample the map to the respective size of the target map (e. g. a heatmap).

4. Multiply the resized map with the target map.

Reasoning heatmap: input independent visualizations To answer the question “What has a
model learned about a certain class c?” we consider input independent heatmaps. The idea is to
stimulate the effective reasoning possibility vectors r̄±c by the optimal detection possibility vector
and highlight the regions in favor of class c from the positive and negative reasoning perspective.
The optimal detection possibility vector for A+|I is d (x) = 1 and, moreover, d (x) = 0 for A−|I .
By using these optimal inputs we compute the reasoning heatmaps for a class c by:

1. Upsample the vr × hr ×#K effective reasoning possibility stacks to vx × hx ×#K.

2. Compute the pixel-wise dot product with the respective optimal detection possibility vector
to obtain the heatmap of size vx × hx.

3. Overlay the pixel probability map.

By these maps we find the regions for a model where components have to be and have to be not
detected. Consider Fig. 21 where we visualize the learned concepts for both models. Fig. 21a shows
the learned sparse encodings of the α-CBC. For example for class 3, the model learns to classify
the digit by recognizing specific line endings. In contrast, the class 1 is classified with negative
reasoning only by checking that no component matches around the vertical stroke.

In Fig. 21b we depict the reasoning heatmaps for the non-trainable pixel probabilities model �-CBC.
Since all αc,i,j are equivalent, the final overlay of the pixel probability maps does not change the
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Figure 21: Input independent reasoning heatmaps for α-CBC and �-CBC for all classes. For each
class, we depict one reasoning stack. Class labels are shown at the top. We use the color coding
“JET” to map probabilities of 0 to blue and 1 to red.
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Figure 22: Input dependent reasoning heatmaps of α-CBC and �-CBC for certain classes and for a
test sample (class 7) from the MNIST database. We use the color coding “JET” to map probabilities
of 0 to blue and 1 to red.

visualizations as each pixel probability has the same importance. Moreover, the model is forced to
reason correctly over each position to reach a high output probability. By the probability model, the
sum over positive and negative effective reasoning has to be one. Hence, A+|I and A−|I are com-
plementary to each other. The reasoning heatmaps can be hard to interpret as they might highlight
background with positive reasoning in case a background component was learned. If we consider
the learned concept of the class 0, then we see how the model detects the outer shape of the zero
with A+|I and the black middle with A−|I . Another good example is the class 4. The shape of a
four is clearly visible in the A+|I heatmap and via A−|I it looks at the top and bottom that nothing
is detected there to avoid confusions to other digits like a nine.

Reasoning heatmap: input dependent visualizations The input dependent heatmaps are con-
structed in the same way as the input independent heatmaps except that we take as possibility vector
the detection possibility vector from the respective position of the detection possibility stack d (x).
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Figure 23: Input independent reasoning reconstructions for α-CBC and �-CBC for all classes. For
each class we depict one reasoning stack. Class labels are printed at the top.

Additionally, we highlight the input image in the background. Now, we can visualize A±|I and
A
±|I resulting in four possible visualizations.

Consider Fig. 22 where we took a test sample from the MNIST database and show for five classes
which parts provided evidence in favor of or against the class decision. In combination with the
optimal heatmaps of Fig. 21 we can see where the decision of the respective class diverges from
the optimum. For example, the α-CBC requires for an input to be classified as a two, that it detects
the top arc ending, the significant bottom left corner, and the bottom line ending. The failure of the
model to detect these features is depicted by the A

+|I heatmap highlighting the areas where these
features should be detected to support the decision of a two. Nevertheless, the model highlights in
the A−|I heatmaps, that the negative reasoning requirements are fulfilled to be classified as a two.
In contrast, if we consider the A+|I and A−|I heatmaps of class 7 we see that all requirements
are fulfilled to be a seven, which is the correct output class. For this correct class almost no A|I is
observed. Note for other classes, like the class 9, how the heatmaps correctly highlight the common
features of the two classes.

The behavior of the �-CBC is similar to the α-CBC except that it requires a correct reasoning
over the whole image instead of reasoning over a few regions. First, note how the combination of
the A±|I and A

±|I heatmaps for one class result in the respective input independent heatmap of
Fig. 21. Consider the class 4 of the �-CBC. The A+|I heatmap highlights correctly that the vertical
stroke of the seven could be the vertical stroke of a four too. Hence, the method reasons in favor of
class 4 over this part of the digit. Nevertheless, it highlights in the A

+|I heatmap that the left part of
the four is not detected. Additionally, the important sanity check that there is no top stroke at a four
fails as it is clearly highlighted in the A

−|I heatmap. Overall the heatmaps of this class highlight a
lot A|I for the classification decision of a four. In contrast, there is close to no A|I for the correct
class and, hence, the input is correctly classified as a seven.

Reasoning reconstruction: input independent visualizations The reconstructions are similar to
the heatmaps with the difference that we incorporate the learned patch components. A requirement
for this visualization technique is that the components are defined in the input space. Moreover, we
assume that the input space was defined over [0, 1]. Again we use the optimal detection possibility
vectors and do the reconstruction by:
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Figure 24: Input dependent reasoning reconstructions of α-CBC and �-CBC for certain classes and
for the third test sample (class 0) from the MNIST database.

1. Initialize a zero matrix of size (vr + vκ)× (hr + hκ) as target image.13

2. For each pixel position i, j in vr × hr and component κk do:
(a) Scale the component κk by the probability i, j, k from the effective reasoning possi-

bility stack.
(b) Add the scaled component of size vκ × hκ to the target image at the corresponding

receptive field, which is the area i, i+ 1, ..., i+ vκ − 1 and j, j + 1, ..., j + hκ − 1.
3. Normalize each intensity value in the target image by the overall count, that a filter of size
vκ × hκ has covered that pixel when it was slid over the target image.

4. Overlay the pixel probability map.

The visualizations which are obtained by this principle visualize the same information that are in-
cluded in the corresponding heatmaps. Hence, it is just a different way of visualizing the learned
concepts. The advantage is that the reconstructions for the �-CBC are easier to interpret. For exam-
ple, Fig. 23b clearly shows digit shapes in A+|I for the most classes. Moreover, the learned sanity
checks by A−|I becomes easier to understand. For the class 3 the model checks that the ends of
the three are not closed, which is an important difference to an eight. In contrast to the heatmaps,
the overlay of A+|I and A−|I does not result in a white image as we incorporated the components
which could consist of black regions or not perfectly white shapes.

On the contrary, the α-CBC reconstructions are pretty much black images with white blobs. It
underlines the strong sparse coding which is learned for MNIST. For example, the classification
of a six is based on the recognition of the intersection between the lower and the upper part, the
top line ending, and that there is no line which connects the upper ending with the lower circle (to
distinguish to an eight).

Reasoning reconstruction: input dependent visualizations Similar to the heatmaps, we obtain
these visualizations by exchanging the optimal possibility vector with the detection possibility vector
from the respective position of the detection possibility stack d (x). Beside that we follow the
algorithm for input independent reconstructions. In Fig. 24 we show the reconstructions of a test
sample from the MNIST database. In accordance to that, we show the reconstructions for those
classes which were not depicted in Fig. 22. Both models do a correct prediction as we see in the
A
±|I reconstructions. Nevertheless, how they achieve this is highly different and we leave it to the

interested reader to start an interpretation why the models did not classify the input as another digit.

Summary In the previous paragraphs, we studied the interpretability of patch models with spatial
reasoning using two different models. With an accuracy of (97.33± 0.19) % the models perfor-

13It is possible to upsample the reasoning stack first to get a higher resolution in the target image. We
upsampled first to a size of v′x × h′x ×#K which results in a target image of vx × hx.
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Figure 25: Results of the cut-off experiment where we modified a base image regarding the import
regions marked by A|I heatmaps.

mance is considerably lower than the state-of-the-art. One reason might be that the models we used
are quite sparse. Both have only 35 K trainable parameters. The accuracy can be increased towards
state-of-the-art if we use a deeper feature extractor. A problem that emerges in this case is that the
receptive field and moreover the minimum size for patches increases too as the receptive field size
is the minimum patch size. Of course, this is not a problem in general but it was obstructive in
the experiments. If we increase the network depth and, moreover, the patch size, then the network
starts to rely mostly on positive reasoning and, moreover, in some cases the reconstructions become
less meaningful. However, the goal of this section was to show that the model classifies by using
negative reasoning and that the reconstruction principle works. Hence, we decided to accept the low
accuracy models.

The reconstructions of inputs via back projecting the components seems to be a visualization that
should work in principle. However, till now we neither got it working to acceptable results on
colored datasets nor on deep networks with more than 4-layers. The reason for that is not clear so
far and we hope that we can improve these results in the future.

The heatmaps and the detection probability maps are applicable independently to the space where the
components are trained and, hence, provide a powerful tool to gain insights of the learned reasoning
process. To provide evidence that these visualizations are really showing the learned concepts, we
present in the main part of the paper the visualizations with an adversarial image. The idea behind
this experiment is to make a stress test of the evaluations by explaining “Why does the adversary fool
the model?” In parallel to that, we can do an even more aggressive stress test: Because of Fig. 21
and Fig. 23 we know exactly which regions of a given digit are the most important parts for a certain
classification. Hence, if the visualizations are correct, then it should be possible to remove all the
unimportant parts without affecting the classification decision. Consider Fig. 25 where we visualize
the results of such an experiment for both models. We used the same inputs for both models. The
input sample is an image from the test sample database. Without any special tuning, we removed
the parts of a three which are not marked as important by the α-CBC see Fig. 21. As we see in
the base p (x) distributions both models classify the original input image correctly but the α-CBC
predicts a more confident classification as the margins to other classes are higher. If we remove parts
of the input which are highlighted to not contribute to the class decision of the α-CBC for a three we
observe no real drop in the output probability even though the probability for other classes changes.
The image is still classified as a three even though it looks more like a small two. In contrast to the
α-CBC, the �-CBC realizes the manipulation as the probability drops but still classifies the image
as a three. This is because in the �-CBC each pixel position contributes equally and, hence, every
part of the three is important as shown in Fig. 23. This again underlines the descriptive power of the
visualization techniques.
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Figure 26: Visualizations of five learned components on GTSRB (left) and CIFAR-10 (right). Top
row: The learned components. Bottom row: Similar training sample x for each κk regarding dk (x).

With the α-CBC and �-CBC, we proposed two different models which behave totally different in
classifying the data. The α-CBC can classify the data by only reasoning over a few pixel positions.
We consider this model type as an example of how usual NNs classify as we usually do not constrain
a NN regarding how much of the image has to be understood. In contrast, the �-CBC is constrained
to understand the whole image as each pixel position contributes equally. Right now, we are not
sure what is the superior method (if there is one) or if a trade-off between both via a regularization
of αc,i,j is the right way to go. Remarkably, we have the feeling that the �-CBC could be the better
method to detect outliers or manipulation in images, as in the experiments they always resulted in a
drop of the probability py (x) and the margin to the runner-up class (see also Fig. 5).

E.3 GTSRB

In this experiment, we evaluate the performance and robustness of the CBC compared to a baseline
CNN on GTSRB [61]. This is done to show that CBCs scale to RGB images with background noise
where one class can be represented by a prototype. The 4-layer CNN feature extractor of the 43
components CBC is slightly different to the one used on MNIST:

1. Convolution: 32 filters, kernel size 7×7, stride 1×1, bias, no padding;

2. Convolution: 64 filters, kernel size 3×3, stride 1×1, bias, no padding;

3. Max pooling: pool size and stride 2×2;

4. Convolution: 64 filters, kernel size 5×5, stride 1×1, bias, no padding;

5. Convolution: 128 filters, kernel size 3×3, stride 1×1, bias, no padding.

The overall setting of the CBC is the standard setting for a CBC. We trained the network over
increasing margins in three steps starting with β = 0.1 and increasing to β = 0.2 and β = 0.3.
If trained from the beginning with the target margin of 0.3, the model converges to a local minima
of low accuracy. In this case, the model does not learn a strong positive component for each class.
Moreover, some components resemble the same class. With only 43 components for 43 classes
and the applied BMPP, this makes it impossible to correctly classify each class. We trained with
each of the margins for 150 epochs. The images were rescaled to vx, hx = 64 and normalized to
[0, 1]

64×64×3 by the following procedure:

1. Normalize each image by the mean and standard deviation.

2. Clip the normalized image to the interval [−2, 2].

3. Project the resulted image back to [0, 1]
64×64×3.

The baseline CNN is constructed by replacing the detection probability and reasoning layer by
a classic convolution and a fully-connected layer such that the CBC and the baseline CNN are
architectural equivalent. To be more exact, the baseline CNN is obtained by applying the following
two layers after the feature extraction:

1. Convolution: 43 filters, kernel size 22×22, stride 1×1, bias, no padding, ReLU;

2. Fully-connected: 43 neurons, softmax.

We trained the baseline CNN with the cross entropy loss for 450 epochs and with an initial learning
rate of 0.0001. All other parameters are equivalent to the non-standard CBC setting.
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Figure 27: Physical stop sign adversaries applied to the baseline CNN and to the CBC. The input x
and the corresponding output distribution p (x) are depicted. Additionally, the predicted label with
the corresponding prediction probability are presented below each distribution. The first image is a
sample from the GTSRB test database and shows the probability distribution of both models on a
clean image.
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Both networks achieve a comparable accuracy of (97.2± 0.77) % for the CBC and (97.5± 0.18) %
for the baseline CNN. The trained CBC has a distribution of the probability gap similar to the
10 component CBC trained on MNIST. The average probability gap is 0.58 ± 0.17. In contrast,
the baseline CNN has an average probability gap of 1 ± 0.03 and, hence, is almost returning a
one-hot coding. As shown in Fig. 26 the trained CBC has interpretable components and classifies
by the BMPP. In contrast to MNIST, we observed stronger variations in the components between
the different runs. For example the background noise was highly varying. But in general, the
components were always interpretable.

To underline the initial robustness evaluations performed on MNIST (see Sec. E.2.4), we tested the
robustness of the CBC and the baseline CNN on the physical stop sign adversaries from [50]. The
resulting behavior on these images is similar to the robustness results on MNIST. The CBC has no
tendency to be overconfident, see Fig. 27. The CBC is not classifying all the adversaries correctly,
but it does not predict an overconfident output probability either. Moreover, compared to the proba-
bility distribution on the clean input, we see a clear difference to the probability distributions of the
adversaries. All probabilities drop and the model is clearly uncertain about its decision. This result
is aligned to the observed behavior on MNIST and can be a promising property for further research
in the field of outlier detection / rejection.

E.4 CIFAR-10

Compared to GTSRB, CIFAR-10 [62] is harder to classify as the single classes cannot be repre-
sented by a single prototype due to large within-class variations and heavier background noise. We
used a CBC with 10 full-size components and the standard setting, as found during the ablation study
in Sec. E.2.2. To train on CIFAR-10, we changed the initialization strategy of the components. The
10 components are now initialized by using the 10 class means. Moreover, at the beginning we
trained with the mean squared error over p (x) for 25 epochs against a one-hot class label vector.
This helps the model to become discriminative. If trained over the mean squared error only, the net-
work starts to converge to local minima of lower accuracies of ≈ 73%. After the initial few epochs,
we switched to the training strategy used for GTSRB with increasing margins and an initial learning
rate of 0.001. Again, the baseline CNN is the architectural equivalent of the CBC with the following
layers after the feature extraction:

1. Convolution: 10 filters, kernel size 5×5, stride 1×1, bias, no padding, ReLU;
2. Fully-connected: 10 neurons, softmax.

The baseline CNN was trained with the cross entropy loss for 475 epochs and an initial learning rate
of 0.001. All other parameters are equivalent to the non-standard CBC setting.

As expected, the CBC started to classify by the BMPP and formed prototypical components. We
visualized five components in Fig. 26. The components show different common characterizing
attributes of the classes, such as: texture (e. g. fur of the cat), rough shapes (e. g. main shape of
the horse), important arrangements of features (e. g. ears, eyes, and snout of the dog), the general
dominating colors at certain positions (e. g. white and blue for the ship), etc. Across all runs, the
learned components looked almost equivalent.

The CBC achieves an accuracy of (77.2± 0.07) % and the baseline CNN of (79.9± 0.3) %. Hence,
the performance of both networks is almost at the same level. The probability distribution over the
test dataset shows that the CBC has a much smaller average probability gap with 0.29±0.17 than we
observed for MNIST and GTSRB. This is also reflected in the low accuracy compared to state-of-
the-art results. The fact that we had no success to “easily” train on CIFAR-10 in the same fashion in
which we did on GTSRB, is a good indicator that the loss function might not be suitable in general
and can be improved.
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