
We thank the reviewers for their valuable feedback. This rebuttal includes further experiments to address the reviewers’1

remarks, and improved experimental results on CIFAR10-binary, finding a model with 76.83% accuracy and WM ≤2

2KB and a model with 74.87% accuracy and WM,MS ≤ 2KB, both of which outperform Bonsai.3

Latency and power measurements (R1,R2) Table 1 shows the requested latency & energy per inference measurements4

on the micro:bit and STM32F413 MCUs (uTensor toolchain). The uTensor toolchain has limited operator support,5

so some networks reported in Table 1 differ from Table 4 of the manuscript. Due to uTensor issues with memory6

management, including memory leaks, some models were only able to be run on the larger MCU. Corresponding7

measurements for Bonsai cannot be directly compared because Bonsai operates on extracted features instead of the8

raw input image itself [41]. A recent related work, MODC [Gural and Murmann, 2019], is considerably slower than9

SpArSe, at 684 ms for MNIST on the Arduino Uno. It may be too early to say if CNN latency/power consumption can10

meet applications requirements, but we hope this work provides much needed data to start to answer this question.11

Experiments on more MCU datasets (R1) We ran SpArSe on the USPS dataset, yielding models with WM ≤ 2KB12

(97.56% accuracy), as well as WM,MS ≤ 2KB (96.21%), both of which outperform Bonsai at 94.42%.13

Evidence for which components of SpArSe are critical to its performance and discussion of AMC (R3) We14

performed an ablation experiment on SpArSe with MNIST (Table 2), where we replaced the multi-objective optimizer15

with product scalarizer (used in [20] and He et al. [2018]) and excluded pruning from the search [23]. In both cases, the16

algorithm was incapable of finding architectures that are both accurate and meet strict MCU memory requirements.17

These ablation results support the design choices made in SpArSe in the context of memory constrained MCUs.18

Comparisons to existing approaches, including NAS (R2) To the best of our knowledge, the only existing works19

which have proposed models that fit within the MCU-specific constraints WM,MS ≤ 2KB are Bonsai and MODC.20

None of the prior NAS works have addressed this problem and the lack of publicly available implementations of those21

works makes direct comparison challenging. We have compared with Bonsai in the manuscript and to MODC for this22

rebuttal. On MNIST, SpArSe achieves accuracy of 99.17% with 1.45e3 parameters, compared to 99.15% accuracy23

with 3e3 parameters for MODC. Note that MODC is complimentary to our work, as it proposes novel convolution24

implementations, whereas we use uTensor with unoptimized kernels. Manuscript Fig. 3a and Table 2 demonstrate that25

SpArSe would not work with the design choices made in previous NAS works, especially [23].26

Impact of morphism (R3) Table 2 shows that searching without morphisms yields higher accuracy (97.46% vs.27

95.76%), while meeting the same constraints of WM,MS ≤ 2KB, albeit at the cost of 50% longer search.28

Reproducability (R1) We are happy to make the implementation publicly available upon acceptance.29

Limited novelty (R2) We argue that: 1) SpArSe addresses a significant gap in the community, i.e. model design for30

constrained MCUs, which form a large portion of deployed hardware, 2) Although the components used by SpArSe31

exist in the literature, the combination is unique and non-trivial as confirmed by our ablation experiment and Fig. 3a.32

What is CIFAR10-binary? (R1) We use the same problem formulation as Bonsai, defined on manuscript line 220.33

Which MCU is used? (R1) We have used two MCUs to date, micro:bit and STM32F413.34

Validity of claim on line 66 (R1) Our claim is true for WM ≤ 2KB, but we will revise that sentence for clarity.35

Why is fk(ω) unknown in practice? (R3) We mean that the functional form of fk(ω) is unknown, although it can36

certainly be evaluated after training the network.37

Extension to larger datasets (R3) We believe our approach can be scaled to larger problems.38

Table 1: Measurement of SpArSe models on micro:bit and STM MCUs, compared with Bonsai on Arduino Uno. Latency in ms.

MNIST CIFAR10-binary CUReT-binary Chars4K-binary
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SpArSe 96.97 1.32 15.86 285.82 203.79 73.4 2.4 9.94 – 2529.84 1803.78 73.22 2.06 0.56 671.72 70.87 103.67 73.92 74.87 1.87 0.27 207.04 21.83 77.89 55.54
SpArSe 95.76 0.71 2.35 115.40 12.17 27.06 19.29 70.48 2.12 2.74 498.57 355.48 73.22 2.06 0.56 671.72 70.87 103.67 73.92 74.87 1.87 0.27 207.04 21.83 77.89 55.54
Bonsai 94.38∗ < 2 1.96 8.9 2.18 8.9 2.18 73.02 < 2 1.98 8.16 2.01 8.16 2.01 74.71 < 2 2 8.55 2.1 8.55 2.1

Table 2: Ablation study on MNIST using WM model (6), searching for models with WM,MS ≤ 2KB on 250 configuration budget.

SpArSe SpArSe w/o pruning SpArSe w/ product scalarization SpArSe w/o morphism
Acc 95.76 N/A 11.35 97.46
WM 0.62 N/A 0.01 0.68
MS 1.76 N/A 0.05 1.31

GPUD 2 N/A 2 3
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