Supplementary Material: Reducing Network Agnostophobia

Proof of Lemma 1
Lemma 1

For an input = € D;, Entropic Open-Set loss Jg(x) is minimized when all softmax responses S.(z)
are equal: Ve € {1,...,C} : So(z) =5 = &.

Proof. Assume that, at the minimum, softmax responses are not equal. We can represent any small
deviation from equality as 3{d. | c € {1,..., K} A0 < 6. < S} with K < C such that S, = S+ 0.

Simultaneously, 3{d. | ¢ € {K +1,...,C} N0 < §» < S} with S = S — . Note that 0./
cannot be larger than S since S.» cannot be smaller than 0. Finally, Zle 0c = Zgz K41 Ocr- If this

reduces the loss Jg(x) then:

K c c
- <Z log (S +d.) + Z log(S — 6cl)> < - Zlog Se.
c=1 c/=K+1 c=1

With log(S + ) = log(S - (1 +6/5)) = log(S) + log(1 + 4/5), we have:

i(logSHog(H‘;S))Jr EC: <10g5+10g<1—>>>210g3

c=1 c/=K+1

K 5 C
Zlog(l+§> Zloglf— ;/;/
c=1 =K+1

Zlog(l—l— ) Z 10g<1—5§)>0

c/=K+1

Using the Taylor series log(1 +z) = Y07 % andlog(l —x) = =Y 7| L, we get:

n=1

S(EenE) 5 (54

c=1 \n=1 c'=K+1
5, X (—1)nlgn I PR [
c=1 n=2 c’=k+1 n=2

Rearranging and using the constraint that > | 6. = 3°5_ 41 0, We obtain:

K . c - n 16n c 0 on
5 X5t Sy EUE vy g >0
=1 K+1 c=1n=2 c¢/=K+1n=2
This yields a contradiction as we assumed Ve € {1,...,C} : 0 < §. < S. The right sum is subtracted
and is always < 0. The left sum yields —62/(25%) + 62 /(35%) — ... which is strictly smaller than
0 for 0 < §. < S. Thus for unknown inputs, the loss is minimized when all softmax outputs have
equal value. O
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Response to Known Unknown Samples D;: Letters
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Figure 4: LENET++ RESPONSES TO KNOWN UNKNOWNS. This figure shows responses of a network

trained to classify MNIST digits and reject Latin letters when exposed to samples of classes that the network was
trained on.

Response to Unknown Unknown Samples D,: CIFAR
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Figure 5: LENET++ RESPONSES TO CIFAR IMAGES. This figure shows responses of a network trained
to classify MNIST digits and reject Latin letters when exposed to samples from CIFAR dataset, which are very
different from both the classes of interest (MNIST) and the background classes (Letters).

Response to Unknown Unknown Samples D,: NotMNIST
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Figure 6: LENET++ RESPONSES TO CHARACTERS FROM NOT MNIST DATASET. This figure shows

responses of a network trained to classify MNIST digits and reject Latin letters when exposed to characters from
the Not MNIST dataset.
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