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Abstract

The dueling bandit is a learning framework wherein the feedback information in
the learning process is restricted to a noisy comparison between a pair of actions.
In this research, we address a dueling bandit problem based on a cost function over
a continuous space. We propose a stochastic mirror descent algorithm and show
that the algorithm achieves an O(+/T log T')-regret bound under strong convexity
and smoothness assumptions for the cost function. Subsequently, we clarify the
equivalence between regret minimization in dueling bandit and convex optimiza-
tion for the cost function. Moreover, when considering a lower bound in convex
optimization, our algorithm is shown to achieve the optimal convergence rate in
convex optimization and the optimal regret in dueling bandit except for a logarith-
mic factor.

1 Introduction

Information systems and computer algorithms often have many parameters which should be tuned.
When cost or utility are explicitly given as numerical values or concrete functions, the system pa-
rameters can be appropriately determined depending on the the values or the functions. However,
in a human-computer interaction system, it is difficult or impossible for users of the system to pro-
vide user preference as numerical values or concrete functions. Dueling bandit is introduced to
model such situations in Yue and Joachims (2009) and enables us to appropriately tune the param-
eters based only on comparison results on two parameters by the users. In the learning process of
a dueling bandit algorithm, the algorithm chooses a pair of parameters called actions (or arms) and
receives only the corresponding comparison result. Since dueling bandit algorithms do not require
an individual evaluation value for each action, they can be applied for wider areas that cannot be
formulated using the conventional bandit approach.

When action cost (or user utility) implicitly exists, the comparison between two actions is modeled
via a cost (or utility) function, which represents the degree of the cost (or utility), and a link function,
which determines the noise in the comparison results. We refer to such a modeling method as cost-
based (or utility-based) approach and employ it in this research. Yue and Joachims (2009) first
introduced the utility-based approach as a model for a dueling bandit problem.

The cost-based dueling bandit relates to function optimization with noisy comparisons
(Jamieson et al., 2012; Matsui et al., 2016) because in both frameworks an oracle compare two ac-
tions and the feedback from the oracle is represented by binary information. In particular, the same
algorithm can be applied to both frameworks. However, as different performance measures are ap-
plied to the algorithms in function optimization and dueling bandit, it has not been demonstrated that
an algorithm that works efficiently in one framework will also perform well in the other framework.
This study clarifies relation between function optimization and dueling bandit thorough their regret
analysis.
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1.1 Problem Setup

In the learning process of the dueling bandit problem, a learner presents two points, called actions in
a space A, to an oracle and the oracle returns one-bit feedback to the learner based on which action
wins (i.e., which action is more preferable for the oracle). Here, we denote by a > a’ the event that
a wins a’ and by P(a > a’) the probability that a > o’ happens. In other words, we assume that the
feedback from the oracle follows the following two-valued random variable:

n._ | 1 wp Pla=d)
F(a,ad’) == { 0 wp. 1—Pla=ad), .

where the probability P(a > a') is determined by the oracle. We refer to this type of feedback as
noisy comparison feedback. Unlike conventional bandit problems, the leaner has to make a decision
that is based only on the noisy comparison feedback and cannot access the individual values of
the cost (or utility) function. We further assume that each comparison between a pair of actions is
independent of other comparisons.

The learner makes a sequence of decisions based on the noisy comparisons provided by the oracle.
After receiving F'(a¢,ay) at time ¢, the learner chooses the next two action (a;y1,a},,). As a
performance measure for an action a, we introduce the minimum win probability:

P* = inf P .
(@) = inf Pla-d)

We next quantify the performance of the algorithm using the expected regret as follows:"

T
Regp” :iggE > {(P(a) = P*(ar)) + (P*(a) — P*(a})}| - 2

1.2 Modeling Assumption
In this section, we clarify some of the notations and assumptions. Let an action space A C R? be
compact convex set with non-empty interior. We denote the Euclidean norm by || - ||.

Assumption 1. There exist functions f : A — R and o : R — [0, 1] such that the probability in
noisy comparison feedback can be represented as follows:

P(a - a') =o(f(d') = f(a)). 3)

In the following, we call f in Assumption 1 a cost function and and o a link function. Here, the
cost function and the link function are fixed for each query to the oracle. In this sense, our setting is
different from online optimization where the objective function changes.

Definition 1. (Strong Convexity) A function f : R¢ — R is a-strongly convex over the set A C R¢
if for all x,y € At holds that

F@) = f@) + V@) (=) + Sy — ]

Definition 2. (Smoothness) A function f : R¢ — R is 3-smooth over the set A C R? if for all
x,y € A it holds that

F(w) < 1) + V1) - 2) + Dy —

Assumption 2. The cost function f : A — R is twice continuously differentiable, L-Lipschitz,
a-strongly convex and [3-smooth with respect to the Euclidean norm.

From Assumption 2, there exists a unique minimizer a* of the cost function f since f is strictly
convex. We set B := sup,, ,.c 4 f(a’) — f(a).

Assumption 3. The link function o : R — [0, 1] is three times differentiable and rotation-symmetric
(i.e, o(—x) = 1—o(x)). Its first derivative is positive and monotonically non-increasing on [0, B].

1 Although the regret in (2) appears superficially different from that in Yue and Joachims (2009), two regrets
can be shown to coincide with each other under Assumptions 1-3 in Subsection 1.2.



For examples, the standard logistic distribution function, the cumulative standard Gaussian distri-
bution function and the linear function o(x) = (1 + x)/2 can be taken to be link functions that
satisfy Assumption 3. We note that link functions often behave like cumulative probability distribu-
tion functions. This is because the sign of the difference between two noisy function values can be
regarded as the feedback (1) which satisfies Assumption 1, and then, the link function o coincides
with the cumulative probability distribution function of the noise (see Section 2 of Jamieson et al.
(2012) for more details). We will discuss the relation of noisy comparison feedback to noisy function
values in Section 5.

1.3 Related Work and Our Contributions

Dueling bandit on the continuous action space relates with various optimization methods. We sum-
marize related studies in the following.

Dueling bandit problem: Yue and Joachims (2009) formulated information retrieval systems as
a dueling bandit problem. They reduced this to a problem of optimizing an ‘“almost"-concave
function and presented a stochastic gradient ascent algorithm based on one-point bandit feedback.
Subsequently, they showed that their algorithm achieves an O(7T"%/4)-regret bound under the dif-
ferentiability and the strict concavity for a utility function. Ailon et al. (2014) presented reduction
methods from dueling bandit to the conventional bandit under the strong restriction that the link

function is linear and showed that their algorithm achieves an O(+/T log® T')-regret bound. We
note that dueling bandit has a number of other formulations (Yue and Joachims, 2011; Yue et al.,
2012; Busa-Fekete et al., 2013, 2014; Urvoy et al., 2013; Zoghi et al., 2014; Jamieson et al., 2015).

Optimization with one-point bandit feedback: In conventional bandit settings, various convex op-
timization methods have been studied. Flaxman et al. (2005) showed that the gradient of smoothed
version of a convex function can be estimated from a one-point bandit feedback and proposed a
stochastic gradient descent algorithm which achieves an O(T"%/4) regret bound under the Lipschitz-
ness condition. Moreover, assuming the strong convexity and the smoothness for the convex function
such as (2), Hazan and Levy (2014) proposed a stochastic mirror descent algorithm which achieves
an O(y/TlogT) regret bound and showed that the algorithm is near optimal because the upper

bound matched the lower bound of Q(\/T ) derived by Shamir (2013) up to a logarithmic factor in
bandit convex optimization.

Optimization with two-point bandit feedback: Dueling bandit algorithms require two actions at
each round in common with two-point bandit optimization. In the context of online optimization,
Agarwal et al. (2010) first considered convex optimization with two-point feedback. They proposed
a gradient descent-based algorithm and showed that the algorithm achieves the regret bounds of un-
der the Lipschitzness condition and O(logT') under the strong convexity condition. In stochastic
convex optimization, Duchi et al. (2015) showed that a stochastic mirror descent algorithm achieves
an O(+/T) regret bound under the Lipschitzness (or the smoothness) condition and proved the up-

per bound to be optimal deriving a matching lower bound Q(v/T'). Moreover, in both of online
and stochastic convex optimization, Shamir (2017) showed that a gradient descent-based algorithm
achieves an O(+/T)) regret bound with optimal dependence on the dimension under the Lipschitz-
ness condition. However, those two-point bandit algorithms strongly depend on the availability of
the difference of function values and cannot be directly applied to the case of dueling bandit where
the difference of function values is compressed to one bit in noisy comparison feedback.

Optimization with noisy comparison feedback: The cost-based dueling bandit relates to function
optimization with noisy comparisons (Jamieson et al., 2012; Matsui et al., 2016) because in both
frameworks, the feedback is represented by preference information. Jamieson et al. (2012) proposed
a coordinate descent algorithm and proved that the convergence rate of the algorithm achieved an
optimal order.”’ Matsui et al. (2016) proposed a Newton method-based algorithm and proved that its
convergence rate was almost equivalent to that of Jamieson et al. (2012). They further showed that
their algorithm could easily be parallelized and performed better numerically than the dueling bandit
algorithm in Yue and Joachims (2009). However, since they considered only the unconstrained case
in which A = R, it is not possible to apply their algorithm to the setting considered here, in which
the action space is compact.

YThe optimal order changes depending on the model parameter s > 1 of the pairwise comparison oracle in
Jamieson et al. (2012).



Appendix for Regret Analysis for Continuous Dueling Bandit

A Appendix: Technical Proofs

[Proof of Lemma 5] From direct calculation,

T
Regp® =E [Z{%U(at) — flar)) = o(f(a®) = f(ar)) = o(f(a”) — f(as + Vth(at)ém))}]

T
—2E [Z{U(f(at) = flar)) —o(f(a®) = flar))}

s I

+E

> {o(f(a*) = flar)) = o(f(a") = flas + VZRt(at)éw))}] :

=2k XT: (Pi(ay) )1
Z (a1)) —o(f(a”) — fla + Vth(at)_éUt))}] :

Here, we note that f(a*) — f(a) < 0 for any a € A due to the definition of ¢* and that ¢ is convex
on (—o00, 0) because the link function is rotation symmetric and its derivative is monotonically non-
increasing on positive real numbers from Assumption 3. Thus, Jensen’s inequality derives

E |o(f(a*) — f(as + szt(atr%umat}
> o(E[f(a") - flas + V2Rt(at)7éut)\at])
= o(f(a*) — f(a).

In addition, f(a;) < f(as) holds due to the convexity of f. As o is monotonically non-decreasing
from Assumption 3, we have

E Y {o(f(a") = flar)) = o(f(a") = flas + VZRt(at)_ém))}}

= E|E [Z{U(f(a*) = fla)) —o(f(a") — fla + VQRt(at)_%ut))HatH

IN
=

Z{U(f(a*) flar)) = U(f(a*)—f(at))}]

T
< 1L |3 () - o)
T
LL 1
< of lz venl|| V2R (ar) ™ 2$|2}]
T
< LLOﬂ [Z ;]
<
< )\77
where we used the property of the S-smoothness of f in the third inequality. Thus, we obtain (5)
T
LL
RegPB < 92E Z(Pt(at) — P(a")| + )\77706 log T
t=1
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Here, we have

T T T
E > (P(ar) = Pi(a®)| = E|> (Par) = Pi(a}))| +E | (Pi(a}) — Py(a"))
t=1 t=1 t=1
From the definition of a7, we have
x " . N LLyR
Pi(af) — Pu(a”) < LLo|la} — a”|| < ==,
where R is the diameter of A. Thus (5) is obtained. |

[Proof of Lemma 6] From direct calculation, we obtain that
VPy(a) = d'(f(a) = f(b)Vf(a), (15)
V2Pya) = o'(f(a)— f())Vf(a) + 0" (f(a) = F())Vf(@)Vf(a)". (16)

Then, it is sufficient to give upper bounds on the first and second terms in (16) in the sense of matrix
inequalities as

o'(f(a) = F(0))V*f(a) LoBI, (17
o"(f(a) = fFO)VF(@)Vf(a) By L1, (18)
where [ is the d x d identity matrix. The inequality (17) follows from the Ly-Lipschitzness of o

and the S-smoothness of f. The inequality (18) follows from the Bs-boundedness of ¢” and the
L-Lipschitzness of f. u

[Proof of Lemma 7] We first show that P, is [ga-strongly convex on L£(a*,b). Since (16) holds for
any a € L(a*,b), it is sufficient to give lower bounds on the first and second terms in (16) for @ in
Ay in the sense of matrix inequalities. In the following, we show
o' (@)~ fO)V2f(a) = loal, (19)

o"(f(a) = fO)VI(@VF(a)" = o (20)
Since Iy < ¢’ and f is a-strongly convex, we obtian (19). Next, we show (20). Since ¢’ is monoton-
ically non-decreasing on [— B, 0], 0" (y) is negative only if y is positive. Note that f(a) — f(b) <0
for any a € L(a*,b) since —f(b) + f(a*) < 0 and f is convex. Thus, we have (20).

loa

4L3Ls"
a € As(a*,b), there exists a € L(a*,b) and y € B(0,0) such that @ = a + y by the definition of
As(a*,b). Since (16) holds, it is sufficient to give lower bounds on the first and second terms in (16)
for a in A; in the sense of matrix inequalities. Since (19) holds all we have to do is to show

o"(flaty) ~ SNVt y)Via+y)T = —loal e

Since o’ is monotonically non-decreasing on [—B, 0], o’/ (z) is negative only if z is positive. Note
that f(a) — f(b) < Oforany a € L(a*,b) since f(a*) — f(b) < 0and f is convex. Thus, we have
o"(fla+y) — fO)VFla+y)Via+y)'

o"(fla+y)— FOVIAT if fla+y)— F(b) >0
= { 0 if flaty)—fb) <o0. (22)

When f(a +y) — f(b) > 0and a € L(b, a*), the following holds by the L-Lipshitzness of f:
fla+y)—f) = fla)—fb)—fla)+ fla+y)

<
<

Next, we show that P, is 1lya-strongly convex on As(a*,b) when § < For an arbitrary

< —fla)+ flaty)
< Lé.
where we used again f(a) — f(b) < 0forany a € L(a*,b). Thus
o' (fla+y) = f(b) = o"(flaty)— f(b)—a"(0)
> —Ly(f(a+y)— f(b)
> —LLyJ. (23)
Combining (22) and (23), we have
o"(fla+y) = fO)VFla+yVfla+y)' > —L’Ladl. (24)
Thus, when § < =192 we obtain (21). [ |

2L3Ls°

12



[Proof of Lemma 8] We have

E[gila)] = Ey,[E[ge|ar, wl]
B, [dE[P,(a; + V?Ry(ar) 2 1) V2 Ry (ar) 2 ug|ag, ue]
dE[P,(ay + V>Ry(ar) " 2u)V2Ry(ay)?
= VE.elPi(ar + V*Ri(ar) 2 )|ar] (25)
= VP(a),

where we used Stokes’ theorem in (25). [ |

[Proof of Lemma 10] We can divide the left hand side of (8) into three parts:

T
E Z(Pt(at) — Py(a))
t; A . .
= E Z(Pt(at) — Z (Pi(ar) — Py(ar)) Z a))

Here, we bound the above three terms, respectively. First, let us recall that P; is strongly convex on
I[B(a,g7 3L =9 7 ) NA due to Lemma 7. By the definition of R; and the conditions for A and p, it holds

that a; + V2R (as)~ fe B(at, 5 2L3L

in Lemma 7 and Jensen’s inequality, P;(a;) — Pt(at) < 0 holds. Next, from the smoothness of P;
in Lemma 6, we have

) N A for any 2 € B. Thus, from the local convexity of P;

2
Bla) ~ Pfa) < OB SR

2 1012 <
IV Rea)Hul? < 257

b

where the first inequality follows from, for example, Lemma 7 of Hazan and Levy (2014) and the
second inequality follows from the definition of R;. Hence, we obtain

2
< LoB + ByL

E
An

T
Z(ﬁ’t(a) - logT.

t=1

a))

Finally, we bound the first term of the upper bound of the regret. We have the following inequalities:

E[P;(a:) — Py(a)]
< E [vmatf(at —a) = 0%, - aﬂ

R «
= {0 -0~ e - al?]

_ locx
- nlﬁﬁVRwa>—VRxw»Wa—m>—°;Wm—aw]
_ loa
= n'E {Dnt(aa a¢) + Dr,(a, ai41) — Dr,(a, ap41) — 0777” - a||2] ,
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where the first inequality follows from the local convexity of P, the first equality is derived by
Lemma 8 and the second equality holds due to the definition of a;;. Summing up both sides,

T
E|> (P(ar) — Pi(a)
t=1
T
-1
< nE DRl(aaal) _DRT(aaaTJrl)+ZDRt(atvat+1)‘|
t=1
d loaur
+17'E Lg; (Dnt (a,a0) = D, (a,00) = = la, — a2)]
T
< 7771]E DRl(a’aal)DRT(aaaT+1)+ZDRt(ataat+1)]
t=1
T n
+8 |3 (D00~ D (o) = 3o — l?)
t=2 2
T
= 0 'E|Dg,(a,a1) — Dry(a,ar +1) + ZDRt (at, at+1)]
t=1
T
< 7 'E |Dg,(a,a1) +ZDRt(at,at+l)

t=1

Nt (R(a) —R(a;) +E

Z Dr:(VRi(as) —nge, VRt(at))l >

t=1
where we used the positivity of the Bregman divergence in the third inequality and VR (a;) = 0
because a; = argminR in the last equation. Combining the above discussion, we obtain (8). |

[Proof of Lemma 11] Taylar’s theorem guarantees the existence of d; € (0, 1) such that

Dr,+(VRy(ar) — g, VRi(ar)) = n°de V*R;(VRy(ar) — 6:nde)e- (26)
Then using the self-concordant property of R} (see e.g. (F.2) of Griva et al. (2009)),

2
. s 1915, (a
G VPR (VRi(ar) — 6mie)ge < VRl . @7)
1- 5t7]||gt||v7zt(at)
where ||z[|; = /2T V2R} (y)z. Here, we note that
l6elor,y = Vo VAR (VR
= \/!jtTszt(iEt)flgt
S d\/ V2Rt I‘t VZRt(ZEt) 1V2Rt(l‘t)% Ut
= (28)
and thus, 0;7]| gt||VR( a) < 3 When n < 5. Consequently, (26), (27) and (28) derives (9). |

[Proof of Lemma 12] We show the second inequality of (11). From the definition, Since Iy < o}
and (0) = 3 from Assumption 3, we have

T
Regp? = sup B ({o(f(ar) = f(a)) = a(0)} + {o(f(a;) — f(a)) — 0(0)})]
@ t=1
T
> losupE | D ({f(ar) = f(a)} + {f(a}) - f(a )})]
acA =1
= loReg§7
The first inequality of (11) can be proven in a similar manner. |
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