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Throughout this document, theorems and lemmata that were not originally proven as a part of this
work cite, as a part of their statement, the work that originally presented the proof.

Appendix A Proofs of supplementary theorems

In this section we give proofs for certain generic results that would be used in the utility and admissi-
bility proofs. The first result, given as Lemma|[I5] allows us to analyze the landmarking step (Step
of Algorithm [I)) and allows us to reduce the learning problem to that of learning a linear predictor
over the landmarked space. The second result, given as Lemma(I6] gives us a succinct re-statement
of generalization error bounds proven in [[L] that would be used in proving utility bounds. The third
result, given as Lemma is a technical result that helps us prove admissibility bounds for our
goodness definitions.

Lemma 15 (Landmarking approximation guarantee [2]). Given a similarity function K over a do-
main X and a bounded function of the form f(x) = /IED [w(x")K (x,x")] for some bounded weight

function w : X — {—B, B}, for every €,§ > 0 there exists a randomized map ¥ : X — R< for
d = d (e, 8) such that with probability at least 1 — 6, there exists a linear operator f over R? such

that E_ [Hf(\p (%)) — £(%) ]] <e

Proof. This result essentially allows us to project the learning problem into a Euclidean space where
one can show, for the various learning problems considered here, that existing large margin tech-
niques are applicable to solve the original problem. The result appeared in [2] and is presented here
for completeness.

Sample d landmark points L = {x1,...,xq} from D and construct the map ¥, : x —

% (K(x,x1),...,K(x,x4)) and consider the linear operator f over R¢ defined as follows (in

the following, we shall always omit the subscript £ for clarity):
~ 1
Jixe = ;w(xi)K(x, x;) = (W, U(x))

forw = % (w(x1),...,w(xq)) € R% A standard Hoeffding-style argument shows that for d =
@] (’f—; log 6%) =0 (If—; log %), f gives a point wise approximation to f, i.e. for all x € X, with

probability greater than 1 — 42, we have ‘f(\lf(x)) — f(x)’ < e

Now call the event BAD-APPROX (x) := | f(¥(x)) — f(x)‘ > €. Thus we have for all x € X,
P [BAD-APPROX (x)] = E [1gap-approx(x)] < &2 (here the probabilities are being taken over
f !

the construction of f i.e. the choice of the landmark points). Taking expectations over the entire
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domain, applying Fubini’s theorem to switch expectations and applying Markov’s inequality we get

1}3[ P _[BAD-APPROX (x)] > 5} <4
f x~D

Thus with confidence 1 — 6 we have P [BAD-APPROX(x)] < 4 and thus

x~D

E (e = 6] < 1= 0)e + 285 since sup |f(w(0)| = supIGo] = B. For

6< 5 weget B [Hf(\lf(x)) _ f(x)H] < 2. O

Lemma 16 (Risk bounds for linear predictors [1]]). Consider a real-valued prediction prob-
lem y over a domain X = {x:|x|,<Cx} and a linear learning model F

{x = (w,x) : |w|ly < Cw} under some fixed loss function ¢ (-, ) that is Cr-Lipschitz in its sec-
ond argument. Forany f € F, let Ly = IED [e(f(x),y(x))] and ﬁ? be the empirical loss on a set

of n i.i.d. chosen points. Then we have, with probability greater than (1 — §),

sup (£ — £}) <3C.0xC log(1/9)
feF n

Proof. There exist a few results that provide a unified analysis for the generalization properties of
linear predictors [l 3]. However we use the heavy hammer of Rademacher average based analysis
since it provides sharper bounds than covering number based analyses.

The result follows from imposing a squared L, regularization on the w vectors. Since the squared
Lo function is 2-strongly convex with respect to the Lo norm, using [1, Theorem 1], we get a bound

on the Rademacher complexity of the function class F as R, (F) < CxCw \/g . Next, using the
Lipschitz properties of the loss function, a result from [4] allows us to bound the excess error by

2CL R (F) + CLCxCw/ %. The result then follows from simple manipulations. O

Lemma 17 (Admissible weight functions for PSD kernels [5]). Consider a PSD kernel that
is (eo,7)-good for a learning problem with respect to some convex loss function {x. Then
there exists a vector W' € Hyg and a bounded weight function w : X — R such that
XED [l (W, Dx(x)),y(x))] < e + ﬁ for some arbitrary positive constant C' and for all

x € X, we have x/IED [wx)K(x,x")] = (W', & (x)).

Proof. Note that the (eg,y)-goodness of K guarantees the existence of a weight vector W* € H
with small loss at large margin. Thus W' acts as a proxy for W* providing bounded loss at unit
margin but with the additional property of being functionally equivalent to a bounded weighted
average of the kernel values as required by the definition of a good similarity function. This will
help us prove admissibility results for our similarity learning models.

We start by proving the theorem for a discrete distribution - the generalization to non-discrete dis-
tributions will follow by using variational optimization techniques as discussed in [5]. Consider a
discrete learning problem with X = {x1,...,x,}, corresponding distribution D = {p1,...,pn}
and target y = {y1,...,yn} such that > p; = 1. Set up the following regularized ERM problem
(albeit on the entire domain):

. 1 2 -
Win 3 W15 +C;Pi€K(<W, P (%)), Yi)

Let W’ be the weight vector corresponding to the optima of the above problem. By the Representer
Theorem (for example [6]), we can choose W' = " ;P (x;) for some bounded «; (the exact
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bounds on «; are problem specific). By (eg, v)-goodness of K we have

n 2 n
1 2 11 (W* D (x;))
—|Iw’ il (W, @ (%)) ,95) < = |[-W* Ly | ————2
Wl -0 pti (Woteh ) < 52w oS (B0
_ 1 (W*, @k (x))
= ﬁ—i-C-x@NED |[£K( S ,y(x)
1
S W‘FCEO
Thus we have
E [tx (W, ® < we " ol (W, Bre(x)) 31
XND[[ K (< ) K(X)> ay(x))ﬂ = % || H’HK + lel K (< y K(X1)> ayz)
< -
< 60+2072
which proves the first part of the claim. For the second part, set up a weight function w; = %

Then, for any x € X we have

n
! —_— . .
x/IED [[w( ) (X7X )H = ;plle(X7 Xz sz ] X Xz

=Y 0 ), ) = (W)

The weight function is bounded since the «; are bounded and, this being a discrete learning problem,
cannot have vanishing probability masses p; (actually, in the cases we shall consider, the a; will
itself contain a p; term that will subsequently get cancelled). For non-discrete cases, variational
techniques give us similar results. O

Appendix B  Justifying Double-dipping

All our analyses (as well as the analyses presented in [[7, |8} 2l]) use some data as landmark points
and then require a fresh batch of training points to learn a classifier on the landmarked space. In
practice, however, it might be useful to reuse training data to act as landmark points as well. This
is especially true of [8| 2] who require labeled landmarks. We give below, generalization bounds
for similarity-based learning algorithms that indulge in such “double dipping”. The argument uses
a technique outlined in [9] and falls within the Rademacher-average based uniform convergence
guarantees used elsewhere in the paper. We present a generic argument that, in a manner similar to
Lemma|[T6] can be specialized to the various learning problems considered in this paper.

To make the presentation easier we set up some notation. For any predictor f, let £y =
ED [4(f(x),y(x))] and for any training set S of size n, let £S = 23 e L (%), y(xi)).
)-

For any landmark set S = (x31,...,%x,), we let ¥5 : x — (K(x,%x1),...,K(x,%Xp)
For any weight vector w € R", HWH < B in the landmarked space, denote the predictor

fsw) = %<W,‘I’s(x)> = x E w; K(x,x;). Also let Fg := {XI—> % (w, \Ils(x)>} =
{f(sw) :weR", W[, < B}.

We note that the embedding defined above is “stable” in the sense that changing a single landmark
does not change the embedding too much with respect to bounded predictors. More formally, for

any set of n points S = (x1,...,X,), define g(5) := sup {Ef - ﬁ?} Let S be another set of n
fE€Fs

points that (arbitrarily) differs from .S just at the i" point and coincides with S on the rest. Then we
have, for any fixed w of bounded Lo, norm (i.e. |w|, < B) and bounded similarity function (i.e.
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K(X7 y) S ]-)3

1 n 1 n
sup { | f(s,w) (%) — fisiw)(®)|} = sup 5ZWjK(X»Xj)—ﬁZWjK(XaX})
x X j=1 i=1
= s { | Lo () = K0}
2B
< =
n

Note that, although [2] uses pairs of labeled points to define the embedding, the following argument
can easily be extended to incorporate this since the embedding is identical to the embedding Vg
described above with respect to being “stable”. In fact this analysis holds for any stable embedding
defined using training points.

Our argument proceeds by showing that with high probability (over choice of the set .S) we have

AS
Sap {ﬁf(sww) - Cf(s,w)} <e

By the definition of Fg, the above requirement translates to showing that with high probability,

sup {,Cf — [l?} <e
f€Fs
which highlights the fact that we are dealing with a problem of sample dependent hypothesis space
Note that this exactly captures the double dipping procedure of reusing training points as landmark
points. Such a result would be useful as follows: using Lemma |15 and task specific guarantees
(outlined in detail in the subsequent sections), we have, with high probability, the existence of a
good predictor in the landmarked space of a randomly chosen landmark set S i.e. with very high
probability over choice of .S, we have fien}_f {L;} < €p. Let this be achieved by the predictor f*.
S

Using the uniform convergence guarantee above we get LA?* < €9 + € (with some loss of confidence
due to application of a union bound).

Now consider the predictor f = fin]f_ {[Z? } Clearly ﬁ? < EA? < €g + €. Invoking the uniform
€Fs

convergence bound yet again shows us that

[,fﬁﬁ?—i— sup {[,f—ﬁ?} < €y + 2¢
feFs

Note that we incur some more loss of confidence due to another application of the union bound.

This tells us that with high probability, a predictor learned by choosing a random landmark set and

training on the landmark set itself would yield a good predictor.

We will proceed via a vanilla uniform convergence argument involving symmetrization and an appli-
cation of the McDiarmid’s inequality (stated below). However, proving the stability prerequisite for
the application of the McDiarmid’s inequality shall require use of the stability of both the predictor
f(s,w) as well as the embedding ¥ 5. Let the loss function £ be Cz-Lipschitz in its first argument.

Theorem 18 (McDiarmid’s inequality [10]). Let X;,..., X, be independent random variables
taking values in some set X. Further, let f : X™ — R be a function of n variables that satisfies, for
alli € [nlandall x4, ...,z 2, € X,

If (@1, sy ymy) — fo, .o 2, x| < e
then for all e > 0, we have
—2¢2
P[f —E[f] > €] <exp m

"'We were not able to find any written manuscript detailing the argument of [9]. However the argument itself
is fairly generic in allowing one to prove generalization bounds for sample dependent hypothesis spaces.
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We shall invoke the McDiarmid’s inequality on the function g(S) := sup {E F— ﬁ? } with S =
feFs
(x1,-..,X;,) being the random variables in question. To do so we first prove the stability of the

function g(.S) with respect to its variables and then bound the value of ]jb; [g(9)]-

Theorem 19. For any S, 5", we have |g(S) — g(S")| < %.

Proof. We have

9(5) = Sup {ﬁf }
= sw {er— 25— 25 + 25}
< fseujgs {Ef £Sl} + fSeu})s {ﬁ? . ﬁ?}
= 2R {Cf - ﬁSZ} 2BnCL

where in the fourth step we have used the fact that the loss function is Lipschitz and the embedding
function Wg is bounded. We also have

su L —/jsi} = su {E L3 }
fE]I:)s{ ! f wp Fisow) = f(Sw)

. Asi Asi
_ sap{cf(sww)—ﬁf(si,wﬁcf(si,w)—cf(siw +cf(SLw) cf(SW)}

. pS! .
< bl‘ip {Ef(si,w) o £f(sw,w)} + bap {'Cﬂs,w) o 'Cf(si,w)}
As'L
—|—Slv1p {‘Cf(si ‘Cf(s w)}
2BC;, 2BCy
= S&p{ﬁf(si*‘") ﬁf(sl W)} Tt

i 4BC
= sup {Ef*ﬁ? }+ L
feFqi n
4BCY,
n

= g(8) +

where in the fourth step we have used the stability of the embedding function and
that the loss function is Cp-Lipschitz in its first argument so that for all x we have

|€ (f(s,w)(x), y(x)) -/ (f(5i7w) (x), y(x))‘ < 2BCy which holds in expectation over any (em-
n

.. 6BC
pirical) distribution as well. Putting the two inequalities together gives us g(S) < g(S*) + L.
n
; 6BC
Similarly we also have g(S*) < g(S) + ==L Which gives us the result. O
n

1
We now have that the function g(.S) is O [ — |-stable with respect to each of its inputs. We now
n

move on to bound its expectation. For any function class F we define its empirical Rademacher

average as follows
R 1
—FE|s — . )
Ro(F) = E ﬂsup {n > mf(xl)} sﬂ

fer x;€S
Alsolet F := {x — (w,x) : ||w]|, < B}and X := {x : ||x]|, < 1}.

Theorem 20. E || sup {ﬁf — 5 } < 2BCL\/%
S feFs
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Proof. We have

gl {e-55)] - 5| (2]55]- )]

< & ﬂ i ﬁ?}ﬂ

< & -0

= JE, -f;Fusr:S/ :ines,zxgeym (COF(x0), (7)) — (f (%), y(x:)))
< 2B :fesflﬁsf {Tllxgsffﬂ(f(xi)vy(xi))}ﬂ

= 2B -Sl‘i’p{:;‘xizesaié(f(SUS/,W)(Xi)7y(Xi))}ﬂ

< QS’E?;’G :Jsclelg{iXizezsaif(f(xi%y(xi))}u

2E [[7%(6 o F)]] <20LE |[7én(f)ﬂ < 2BCL\/T

n

where in the third step we have used the fact that Fs O Fg/ if S D S’ (this is the monotonicity
requirement in [9]). Note that this is essential to introduce symmetry so that Rademacher variables
can be introduced in the next (symmetrization) step. In the seventh step, we have used the fact that
for every S such that |S| = n and w € R"™ such that ||w||_ < B, there exists a function f € F
such that for all x, there exists a X’ € A’ such that f(gw)(x) = f(x'). In the last step we have
used a result from [11] which allows calculation of Rademacher averages for composition classes
and an intermediate result from the proof of Lemma[I6] which gives us Rademacher averages for the
function class F. O

Thus, by an application of McDiarmid’s inequality we have, with probability (1 — §) over choice of
the landmark (training) set,

A A [log1/6 /log1/6
sup {Ls— L3V <E | sup {Ls— L3 | +6BC <4BC
fefs{ I f} IL'GJ:S{ I f} L 2n L n

which concludes our argument justifying double dipping.

Appendix C Regression with Similarity Functions

In this section we give proofs of utility and admissibility results for our similarity based learning
model for real-valued regression tasks.

C.1 Proof of Theorem[3|

First of all, we use Lemma [15] to project onto a d dimensional space where there exists a linear
predictor f : x ~— (w,x) such that ]ED [Hf(\lf (%)) — f(x)H] < 2¢;. Note that |w|, < B and

sup {||¥(x)||} < 1 by construction. We will now show that f has bounded e-insensitive loss.
xXeEX
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E lt(F@we),u0)] = E 1606w+ E [ (7 )),560) = b (£x), y(x))]

x~D
< ot B (¥ 60),060) — L (£00),5(0))]
< w+ E[|F(60) - 1]
< e +2¢

where in the second step we have used the goodness properties of K, in the third step we used
the fact that the e-insensitive loss function is 1-Lipschitz in its first argument. Note that |w| =
ED [w?(x)] with high probability and if ED [w?(x)] < B then we get a much better bound on

the norm of w. The excess loss incurred due to this landmarking step is, with probability 1 — 4, at

log(1/6)
most 3281/ %.

Now consider the following regularized ERM problem on n i.i.d. sample points:

W = argmin 726 w, U (x;)),y(xq))

wi|[wl,<B™ i

The final output of our learning algorithm shall be x — (W, U(x)). Here we have Cx =1, =1
since ¢, (-) is 1-Lipschitz and Cyyy = B. Thus by Lemma we get that the excess loss incurred

log1/8
n

due to this regularized ERM step is at most 38

Since the e-insensitive loss is related to the absolute error by |z| < ¢, (z) + € we have the total error
(with respect to absolute loss) being incurred by our predictor to be, with probability at least 1 — 24,

at most
log(1/5 log 1/0
€0 + 328 %JH%B\/%JW

Taking d = O (?—; log %) unlabeled landmarks and n = O (%\2 log %) labeled training points

gives us our desired result.

C.2 Proof of Theorem

We prove the two parts of the result separately.

Part 1: Admissibility: Using Lemma (17| it is possible to obtain a vector W' = > (a; —
i=1

af )Pk (x;) € Hi with small loss such that 0 < «;,af < p,C and a;0f = 0 (these inequalities

are a consequence of applying the KKT conditions). This allows us to construct as weight function

w; = % such that |w;| < C and XED [w(x') K (x,x)] = (W', &k (x)) forall x € X.

Thus we have er\E;D [[66( E [w(x)K(x,x)], y(x))]] = XEJD [lc (W', Pk (x)),y(x))] <

ﬁ + €. Setting C' = 5—— glves us our result.

25 o'
We can use variational techniques to extend this to non-discrete distributions as well.

Part 2: Tightness: The tight example that we provide is an adaptation of the example given for
large margin classification in [S)]. However, our analysis differs from that of [3], partly necessitated
by our choice of loss function.
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Consider the following regression problem: X' = {x1,%2,x3,x4} CR3, D= {1 —€,€,¢6,1 — ¢},
Yy = {+1a +17 _15 _1}

(%% 1727)
(% -, 1—27)
( Vs 1—27)

Xy = (7"% —7 V 1- 27 )
Clearly the vector w = (1,0,0) yields a predictor 3’ with no e-insensitive loss for ¢ = 0 (i.e.
ED [€o (y(x) — y'(x))] = 0) at margin ~. Thus the native inner product (-,-) on R? is a (0,)-
good kernel for this particular regression problem.

Now consider any bounded weighing function on X, w = {wj,ws, w3, ws} and analyze the ef-
fectiveness of (-, -) as a similarity function. The output § of the resulting predictor on the different
4

points is given by §; = > p;w; (X, X;).
j=1

In particular, consider the output on the heavy points x; and x4 (note that the analysis in [S] considers
the light points x5 and x3 instead). We have

ho= (;—€)w1+6(1—272)(w2+w3)+(;—6)w4(1—472)=a+(;—6>(w1+bw4)
Ga = (;—e)w1(1—472)+6(1—272)(w2+w3)+(;—e>w4:a+<;—e>(bw1+w4)

for a = €(1 —29%) (w2 +w3),b = (1—44%). The main idea behind this choice is that the
difference in the value of the predictor on these points is only due to the values of w; and wy. Since
the true values at these points are very different, this should force w; and w, to take large values
unless a large error is incurred. To formalize this argument we lower bound the expected £ (-) loss
of this predictor by the loss incurred on these heavy points.

B 16 (4(60) — 7)) (;-) (to (yxa) — 500)) + o (y00x0) — 550)

x~D

Y

7<)
> (—) (2 1) + )
;)

(2= (5-¢) a-vw-wn)
_ (2 - e> (2 - (; - e) (47°) (wa — w1)>

where in the second step we use the fact that £y () = |z| and in the third step we used the fact that
|a] + |b] > a — b. Thus, in order to have expected error at most €1, we require

1 9 €1 1 1

Wy — W — e

! 1_47 1—€)1-e day?

for the setting ¢ = 3 — e;. Thus we have |wi| + |ws| > wy —wy > ;=7 which implies

2 - 1Y
max (Jwi|, |wa|) > g== which proves the result.

€17Y

Appendix D Sparse Regression with Similarity functions

Our utility proof proceeds in three steps. In the first step we project our learning problem, via the
landmarking step given in Step |1| of Algorithm |1} to a linear landmarked space and show that the
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Algorithm 2 Sparse regression [13]]

Input: A S-smooth loss function (-, -), regularization parameter Cw used in Equation error tolerance e
Output: A sparse predictor w with bounded loss

ke[S ] w® =0
2: fort =1tokdo
3 0Y — VuR(w) = X@D Haiwf (<w<t)7x> ,y(x))]]

4: 7 = arg max ‘Oy)

jed
505, = <9(t>7w<t>> L Cw Hg(t)
oo
6: nt:min{l,%fsﬁ}
7 w1 —n) w® + nsign (765«?) Cwe™
8: if 6; < e then
o: return w®
10: end if
11: end for

12: return w(®

landmarked space admits a sparse linear predictor with bounded e-insensitive loss. This is formal-
ized in Theorem [§] which we restate for convenience.

Theorem 21 (Theorem (8] restated). Given a similarity function that is (g, B, T)-good for a re-
gression problem, there exists a randomized map ¥ : X — R? ford = O (% log %) such that
1

with probability at least 1 — 0, there exists a linear operator f : x — (w,x) over R? such that
lwl||; < B with e-insensitive loss bounded by €, + €1. Moreover, with the same confidence we have

3d
[wllp < =5~

Proof. The proof of this theorem essentially parallels that of [[12, Theorem 8] but diverges later since
the aim there is to preserve margin violations whereas we wish to preserve loss under the absolute
loss function. Sample d landmark points L = {x1,...,x4} from the distribution D and construct
the map ¥, : x — (K(x,%1),...,K(X,%4)) and consider the linear operator f : x — (wW,X)

d
with w; = %Ij(x") where dipr, = Y R(x;) is the number of informative landmarks. In the

following we will refer to f and w interchangeably. This ensures that H f H = ||wl||; < B. Note
1

that we have chosen an L, normalized weight vector instead of an Lo normalized one like we had
in Lemma [I5] This is due to a subsequent use of sparsity promoting regularizers whose analysis
requires the existence of bounded L, norm predictors.

Using the arguments given for Lemmaand Theorem we can show that if dj,, = (f—; log %)
1
(i.e. if we have collected enough informative landmarks), then we are done. However, the Chernoff
bound (lower tail) tells us that for d = 2 (T%z log %), this will happen with probability 1 — §.
1

Moreover, the Chernoff bound (upper tail) tells us that, simultaneously we will also have di,; < ?’dTT.
Together these prove the claim.

Note that the number of informative landmarks required is, up to constant factors, the same as the
number required in Theorem [5] However, we see that in order to get these many informative land-
marks, we have to sample a much larger number number of landmarks. In the following, we shall
see how to extract a sparse predictor in the landmarked space with good generalization properties.
The following analysis shall assume the the existence of a good predictor on the landmarked space
and hence all subsequent results shall be conditioned on the guarantees given by Theorem 8]
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D.1 Learning sparse predictors in the landmarked space

We use the Forward Greedy Selection algorithm presented in [[13]] to extract a sparse predictor in the
landmarked space. The algorithm is presented in pseudo code form in Algorithm[2] The algorithm
can be seen as a (modified) form of orthogonal matching pursuit wherein at each step we add a
coordinate to the support of the weight vector. The coordinate is added in a greedy manner so as
to provide maximum incremental benefit in terms of lowering the loss. Thus the sparsity of the
resulting predictor is bounded by the number of steps for which this algorithm is allowed to run.
The algorithm requires that it be used with a smooth loss function. A loss function £ : R x R — R+
is said to be 5-smooth if, for all y, a,b € R, we have

Bla—b)?

ta,y) ~ Hlby) < 5-0(z,) ;

(a—b)+
z=b

Unfortunately, this excludes the e-insensitive loss. However it is possible to run the algorithm with
a smooth surrogate whose loss can be transferred to e-insensitive loss. Following [[13], we choose
the following loss function:

e |Ba
ls(a,b) = Helﬂf% [21) + e (a—v,b)

One can, by a mildly tedious case-by-case analysis, arrive at an explicit form for this loss function
0 la —b| <e
Us(a,b) = gqa—m—af e<m—m<§+§
la—b] —€— 355 la—b]>e+ 3

Note that this loss function is convex as well as differentiable (actually S-smooth) which will be
crucial in the following analysis. Moreover, for any a, b we have

0 </ (a,b) — s(a,b) €))

1
<
=23

Analysis of Forward Greedy Selection: We need to setup some notation before we can describe the
guarantees given for the predictor learned using the Forward Greedy Selection algorithm. Consider
a domain X C R for some d > 0 and the class of functions F = {x — (w,x) : |[w]|; < Cw}.
For any distribution D on X and any predictor from F, define Rp(w) := ED [£e ((w,%x),y(x))]

and Rp(w) := IED [[l%((w, X), y(x))]] . Also let w be the minimizer of the following program

W = argmin Rp(w) (2
w:|[wll; <Cw

Then [13| Theorem 2.4], when specialized to our case, guarantees that Algorithm@ when executed

with gﬂ(', -) as the loss function for 3 = é, produces a k-sparse predictor x, for k = [sze" —‘, with
2

W], < Cw such that
R'D(VAV) — RD(V_V> S €9

Thus, if we can show the existence of a good predictor in our space with bounded L; norm then this
would upper bound the loss incurred by the minimizer of Equation[2]and using [13| Theorem 2.4] we
would be done. Note that Theorem [§]does indeed give us such a guarantee which allows us to make
the following argument: we are guaranteed of the existence of a predictor f with L; norm bounded
by B that has e-insensitive loss bounded by (eo + €1). Thus if we take Cyy = B in Equation and
use the left inequality of Equation we get Rp(W) < €p+e€1. Thus we have Rp (W) < eg+€1+eo.
Using Equation(right inequality) with 3 = é, we get Rp(W) < eg + €1 + 3e3/2.

However it is not possible to give utility guarantees with bounded sample complexities using the
above analysis, the reason being that Algorithm[2]requires us to calculate, for any given vector w, the
vector Vy R(w) = ED a%fg((W, X) ,y(x))]] which is infeasible to calculate for a distribution
with infinite support since it requires unbounded sample complexities. To remedy we shall, as
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suggested by [13], take D not to be the true distribution over the entire domain X', but rather the
empirical distribution Depp = Z 1 (x=x,} for a given sample of training points X1, . . ., X,. Note
that the result in [[13]] holds for any dlstrlbutlon which allows us to proceed as before.

Notice however, that we are yet again faced with the challenge of proving an upper bound on the
loss incurred by the minimizer of Equation [2| This we do as follows: the predictor f defined in
Theorem 8| has expected e-insensitive loss over the entire domain bounded by €, + €. Hence it will,

with probability greater than (1 — §), have at most ¢y + €1 + O ( ) loss on a random sample of n

points by an application of Hoeffding’s inequality. Thus we have Rpcmp (W) <e+e+0 (ﬁ)
with high probability.

The main difference in this analysis shall be that the guarantee on w we get will be on its fraining
loss rather than its true loss, i.e. we will have Rp,, (W) < € + € + O ( ) + €. However

since Algorlthml guarantees ||w|| 1 < Cw = B, we can still hope to bound its generalization error.
More specifically, Lemma. given below, shows that with probability greater than (1 — §) over the

choice of training points we will have, for all w € R?, Rp(w) — Rp,, (W) < @ ( ) where the

O (-) notation hides certain log factors.

Lemma 22 (Risk bounds for sparse linear predictors [1]). Consider a real-valued prediction
problem y over a domain X = {x: x|, <Cx} C R? and a linear learning model F :
{x = (w,x) : |wl||, <k, |w|, < Cw} under some fixed loss function { (-,-) that is C-Lipschitz
in its second argument. For any f € F, let L; = E [e(f(x),y(x))] and L'} be the empirical loss

on a set of n i.i.d. chosen points, then we have, wzth probablllty greater than (1 —

sup £y - £}) <20,CxCw wmog @), o oxow \/log 1/5
fer

Proof. The result for non-sparse vectors, that applies here as well, follows in a straightforward man-
ner from [1, Theorem 1, Example 3.1(2)] and [4] which we reproduce for completeness. Since the
L, and L, norms are dual to each other, for any w € (R+)d such that |w||, = B and any p € A9,
where A is the probability simplex in d dimensions, the Kullback-divergence function KL ( 5 || ,u)

is ﬁ—strongly convex with respect to the L; norm. We can remove the positivity constraints on the
coordinates of w by using the standard method of introducing additional dimensions that encode
negative components of the (signed) weight vector.

Using [} Theorem 1], thus, we can bound the Rademacher complexity of the function class F as
R (F) < CxCwh/ %. Next, using the Lipschitz properties of the loss function, a result from

[4] allows us to bound the excess error by 2C1 R, (F) + C,CxCw W. The result then

follows. O

Thus, by applying a union bound, with probability at least (1 — 2§), we will choose a training set
such that f, and consequently w, has bounded loss on that set as well as the uniform convergence
guarantee of Lemma [22] will hold. Then we can bound the true loss of the predictor returned by
Algorithm 2] as

where the first inequality uses the uniform convergence guarantee and the second inequality holds

conditional on f having bounded loss on a given training set. The final guarantee is formally given
in Theorem[9

Note that using Lemma |16| here would at best guarantee a decay of O < Z) Transferring e-

insensitive loss to absolute loss requires an addition of e. Using all the results given above, we can
now give a proof for Theorem [0 which we restate for convenience.
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Theorem 23 (Theorem@]restated). Every similarity function that is (€, B, T)-good for a regression
problem with respect to the insensitive loss function (. (-, -) is (€ + €)-useful with respect to absolute

loss as well; with the dimensionality of the landmarked space being bounded by O (% log %) and
1
the labeled sampled complexity being bounded by O (f—; log E%). Moreover, this utility can be
1

achieved by an O (T)-sparse predictor on the landmarked space.

Proof. Using Theorem we first bound the excess loss due to landmarking by 328 M.

Next we set up the (dummy) Ivanov regularized regression problem (given in Equation [2)) with
the training loss being the objective and regularization parameter C'yy = B. The training loss
incurred by the minimizer of that problem Wiy, is, with probability at least (1 — §), bounded by

L (Winter) < €0 + 3284/ log(l/é) + B4/ log(l/é) due to the guarantees of Theorem [8] Next, we
run the Forward Greedy Selectlon algorithm of [13] (specialized to our case in Algorithm [2)) and
obtain another predictor w with L; norm bounded by B that has empirical error at most £ (W) <

L (Winer) + 183 . Finally, using Lemma [22{ we bound the true e-insensitive loss incurred by w

by E )+ 2By/ QIOg 2log(2d) | B4/ log(l/ 9) . Adding € to convert this loss to absolute loss we get that

with probability at most (1 —39), we Wlll output a k-sparse predictor in a d-dimensional space with
absolute regression loss at most

2
eo+32B\/10g(1/5) n \/183 /QIOg (2d) /10g(1/5) 4o 0
Td 2n

We note that Forward Greedy Selection gives O (%) error rates, which are much better, if the loss

function being used is smooth. This can be achieved by using squared loss {y (a,b) = (a — b)?
as the surrogate. However we note that assuming goodness of the similarity function in terms of
squared loss would impose strictly stronger conditions on the learning problem. This is because
E [¢s (a,b)] = sup (a —b) - E[|a — b|] and thus, under boundedness conditions, squared loss is
bounded by a constant times the absolute loss but it is not possible to bound absolute loss (or -
insensitive loss) as a constant multiple of the squared loss since there exist distributions such that

Efla—0|]] = (m E [4yq (a, b)]]) and m can diverge.

Below we prove admissibility results for the sparse learning model.
D.2 Proof of Theorem [1Q]
To prove the first part, construct a new weight function w(x) = sign (w(x)) - @w. Note that we have

|w(x)| < w < B. Also construct the choice function as follows: for any x, let P[R(x) = 1]x] =
@. This gives us ED [R(x)] = %. Then for any x, we have

B oK) |A] = 5 fien (wi) ok xx) 5 1 reo =1
= B [ueor 5]/ (3)
= E, [nlx)K(xx)]

x'~D

Since f(x) = ,]ED [w(x") K (x,x’)] has small e-insensitive loss by (€g, B)-goodness of K, we have

our result. To prove the second part, construct a new weight function w(x) = @IP [R(x) = 1]x].
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Note that we have [@(x)| < £. Then for any x, we have

e, liGORxx)] = B |

x/'~D T

x'~D x'~D

= E_ [w(x") K (x,x")|R(x")]

= B | rexire)| e o) =1

Since f(x) = ’ED [w(x") K (x,x’)|R(x)] has small e-insensitive loss by (eg, B, T)-goodness of
K, we have our result.

Using the above result we get out admissibility guarantee.
Corollary 24. Every PSD kernel that is (eo,7y)-good for a regression problem is, for any €, > 0,
(eo +€,0 (ﬁ) , 1) -good as a similarity function as well.

The above result is rather weak with respect to the sparsity parameter 7 since we have made no
assumptions on the distribution of the dual variables c;, ] in the proof of Theorem 6| which is why
we are forced to use the (weak) inequality < 1. Any stronger assumptions on the kernel goodness
shall also strengthen this admissibility result.

Appendix E  Ordinal Regression

In this section we give missing utility and admissibility proofs for the similarity-based learning
model for ordinal regression. But before we present the analysis of our model, we give below, an
analysis of algorithms that choose to directly reduce the ordinal regression problem to real-valued
regression. The analysis will serve as motivation that will help us define our goodness criteria.

E.1 Reductions to real valued regression

One of the simplest learning algorithms for the problem of ordinal regression involves a reduction to
real-valued regression [14}[15] where we modify our goal to that of learning a real valued function
f which we then threshold using a set of thresholds {b; };_, with b; = —o0 to get discrete labels as
shown below
y(x) = argmax {b, : f(x) > b;}
i€(r]

These thresholds may themselves be learned or fixed apriori. A simple choice for these thresholds is
b; =i — 1fori > 1. It is easy to show (using a result in [[14]) that for the fixed thresholds specified
above, we have for all f : X — R,

b 000, 9x)) < i {21766) ~ y01, 176) — ) + 5}

< min {26, (F66) ~ y(0) + 26,8 () ~ ) + €+ 3 |

where in the last step we use the fact that |z| — ¢ < £, (z) < ||.

It is tempting to use this reduction along with guarantees given for real-valued regression to directly
give generalization bounds for ordinal regression. To pursue this further, we need a notion of a good
similarity function which we give below:

Definition 25. A similarity function K is said to be (eg, B)-good for an ordinal regression problem
y : X — [r] if for some bounded weight function w : X — [—B, B|, the following predictor, when
subjected to fixed thresholds, has expected ordinal regression error at most ¢

fix— x/IED [w(x")K (x,x")]

ie. E_[lyr(0) — y()l] < o
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From the definition of the thresholding scheme used to define y; from f, it is clear that
|f(x) —y(x)| < |ys(x) —y(x)| + 1. Since we have /. (z) < |z| for any ¢ > 0, we have
£ (1) = 5(x)) < ly(x) = s (x)| + 3 and thus we have. B[ (/(x), y()] < eo + 5.

Thus, starting with goodness guarantee of the similarity function with respect to ordinal regression,
we obtain a guarantee of the goodness of the similarity function K with respect to real-valued
regression that satisfies the requirements of Theorem [5] Thus we have the ex1stence of a linear
predictor over a low dimensional space with e-insensitive error at most €y + 2 + €1. We can now
argue (using results from [[14]) that this real-valued predictor, when subjected to the fixed thresholds,
would yield a predictor with ordinal regression error at most

1 1 1
min{2(60+2+61)+26, (60+2+61)+e+2}:1—|—60+61+e.

However, this is rather disappointing since this implies that the resulting predictor would, on an
average, give out labels that are at least one step away from the true label. This forms the intuition
behind introducing (soft) margins in the goodness formulation that gives us Definition Below
we give proofs for utility and admissibility guarantees for our model for similarity-based ordinal
regression.

E.2 Proof of Theorem 13|

We use Lemma [15|to construct a landmarked space with a linear predictor f : x — (w,x) such
that IED [Hf(\ll (x)) — f(x)H] < 2¢;. As before, we have ||w||, < B and sup {I¥x)|I} <1.In

the following, we shall first show bounds on the mislabeling error i.e IP’D [g( ) # y(x)]. Next, we

shall convert these bounds into ordinal regression loss by introducing a spacing parameter into the
model.

Since the y-margin loss function is 1-Lipschitz, we get

F@00) =y < [F6) ~ ], 20

Busor = FREN] < [bygor = F(x)], +26

Which gives us, upon taking expectations on both sides,

£, | [7000) = o]+ [pucos ~ Fo0)]

< 4
x~D ﬂ S €t da

5

Lemma guarantees the excess loss due to landmarking to be at most 6458 w. Moreover,

since the y-margin loss is 1-Lipschitz, Lemma[I6|allows us to bound excess loss due to training by
3B/ W so that the learned predictor has y-margin loss at most €y + €; for any €; given large
enough d and n. Now, from the definition of the y-margin loss it is clear that if the loss is greater
than ~ then it indicates a mislabeling. Hence, the mislabeling error is bounded by %

This may be unsatisfactory if v < 1 - to remedy such situations we show that we can bound the

1-margin loss directly. Starting from ED [H f(U(x) - f (X)H] < 2¢1, we can also deduce

x~D

E [Hl — f¥(x)) + by(x)L + {1 = byGot1 + f(‘I’(X))Lﬂ < € + 46

We can bound the excess training error for this loss function as well. Since the 1-margin loss directly
bounds the mislabeling error, combining the two arguments we get the second part of the claim.

However, the margin losses themselves do not present any bound on the ordinal regression error.

This is because, if the thresholds are closely spaced together, then even an instance of gross ordinal

regression loss could correspond to very small margin loss. To remedy this, we introduce a spacing

parameter into the model. We say that a set of thresholds is A-spaced if mﬁ {]bi — bit1]} > A.
1e|r
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Such a condition can easily be incorporated into the model of [14]] as a constraint in the optimization
formulation.

Suppose that a given instance has ordinal regression error £oq (§(x),y(x)) = k. This can happen
if the point was given a label & labels below (or above) its correct label. Also suppose that the
~-margin error in this case is [§(x) — y(x)], = h. Without loss of generality, assume that the
point x of label k£ 4+ 1 was given the label 1 giving an ordinal regression loss of l,,¢ = k (a similar
analysis would hold if the point of label 1 were to be given a label £ 4+ 1 by symmetry of the
margin loss formulation with respect to left and right thresholds). In this case the value of the
underlying regression function must lie between b; and b, and thus, the margin loss h satisfies

k
h>bgp1+v—ba=~v+> (biy1 —b;)) > v+ (k—1)A. Thus, if the margin loss is at most
i=2

. . . . G(%)=byx) |+ |by )41 —9(x)| =7
h, the ordinal regression error must satisfy £oq (§(%), y(x)) < [ ool ] N i L, +1.

Let Ya(x) = ”%:’1. Using the bounds on the v-margin and 1-margin losses given above, we get
the first part of the claim.

In particular, a constraint of A = 1 put into an optimization framework ensures that the bounds on
mislabeling loss and ordinal regression loss match since v (z) = « for all z. In general, the cases
where the above framework yields a non-trivial bound for the mislabeling error rate, i.e. £p; < 1
(which can always be ensured if ¢y < 1 by taking large enough d and n), also correspond to those

where the ordinal regression error rate is also bounded above by 1 since  sup  (¢a (x)) = L.
z€[0,1],A>0

E.3 Admissibility Guarantees

We begin by giving the kernel goodness criterion which we adapt from existing literature on large
margin approaches to ordinal regression. More specifically we use the framework described in [15]]
for which generalization guarantees are given in [14].

Definition 26. Call a PSD kernel K (eq,y)-good for an ordinal regression problem y : X — [r] if
there exists W* € Hy, ||W*|| = 1 and a fixed set of thresholds {b;},_, such that

E_ IHby(x) +1- W} ot {W ~bypg1 + 1} J] < e

x> Y

The above definition exactly corresponds to the EXC formulation put forward by [14] except for
the fact that during actual optimization, a strict ordering on the thresholds is imposed explicitly.
[14] present yet another model called IMC which does not impose any explicit orderings, rather the
ordering emerges out of the minimization process itself. Our model can be easily extended to the
IMC formulation as well.

Theorem 27 (Theoremrestated). Every PSD kernel that is (g, y)-good for an ordinal regression

ali

6172
loss for any v1, €1 > 0. Moreover, for any €1 < 71 /2, there exists an ordinal regression instance and
a corresponding kernel that is (0,y)-good for the ordinal regression problem but only (€1, B)-good
2
71
€17

problem is also ('yl € +¢€1,0 ( ))-good as a similarity function with respect to the vy,-margin

as a similarity function with respect to the ~1-margin loss function for B = Q) ( 5 ).

Proof. We prove the two parts of the result separately.
n

Part 1: Admissibility: As before, using Lemma|17|it is possible to obtain a vector W/ = > («a; —

i=1
af)P g (x;) € Hi suchthat 0 < oy, of < p;C (by applying the KKT conditions) and the following
holds:

/ / 1
E By + 1= (W 2k ()] + [(W200) = byour +11.] < 55 400 )

x~D

This allows us to construct a weight function w; = === such that |w;| < 2C' (since we do not

i

have any guarantee that a;a] = 0) and ’]ED [wx)K(x,x")] = (W', ®g(x)) for all x € X.
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Denoting f(x) := /]ED [w(x") K (x,x")] for convenience gives us
E[[£60 = byeo, + Byoorn = f@],] = E_[[1= 60 +bye] , + [1=bypor + ()], ]
-
2042 0
where in the first step we used [z];, = [1 —x],. Now use the fact [z], = % [vz], to get the
following:

E [ [nf&) = mbyeol,, + by — sG], ] < 20 50~ T e

Note that it is not possible to perform the analysis on the loss function [] . directly since using
it requires us to scale the threshold values by a factor of 7, that makes the result in Equation [3]
unusable. Hence we first perform the analysis for [-];, utilize Equation I 3| and then interpret the
resulting inequality in terms of [] |

Setting 2C = E:’jyz , using w'(x) = y1w(x) as weights, using b; = 1b; as the thresholds and noting
that the new bound on the weights is |w}| < 2Cy; gives us the result. As before, using variational

optimization techniques, this result can be extended to non-discrete distributions as well. O

In particular, setting v; = ~ gives us that any PSD kernel that is (eg,~y)-good for an ordinal re-
gression problem is also (’}/60 + €1, é) -good as a similarity function with respect to the v-margin
loss.

Part 2: Tightness: We adapt our running example (used for proving the lower bound for real
regression) for the case of ordinal regression as well. Consider the points with value —1 as having
label 1 and those having value +1 as having label 2. Clearly, w = (1, 0, 0) along with the thresholds
by = —oo and by = 0 establishes the native inner product as a (0, y)-good PSD kernel.

Now consider the heavy points yet again and some weight function and threshold by (by is always
fixed at —oo) that is supposed to demonstrate the goodness of the inner product kernel as a similarity
function. Clearly we have

E | [F60 = byeol,, + Byoos — F)], | =

x~D

N
N | =

_ 6) ([f(X1) —bol., + [b2 — f(X4)]y1)

—_

— f(x1) + o]y + [y — b+ f(x4)],)

o |
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where in the third step we have used the fact that [a] , +[b] >
error at most €1, we must have

1 €1 1 y?
w4—w12(271— ) =
4 2 % % — € 461’}/2

by setting € = % - ,% which then proves the result after applying an averaging argument.

Appendix F  Ranking

The problem of ranking stems from the need to sort a set of items based on their relevance. In the
model considered here, each ranking instance is composed of m documents (pages) (p1,- .., Pm)
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from some universe P along with their relevance to some particular query ¢ € Q that are given as
relevance scores from some set R C R. Thus we have X = Q x P™ with each instance x € X
being provided with a relevance vector r(x) = R™. Let the i*" query-document pair of a ranking
instance x be denoted by z; € Q x P. Forany z = (p,q) € P x Q, let r(z) € R denote the true
relevance of document p to query q.

For any relevance vector r € R™, let r be the vector with elements of r sorted in descending
order and 7, be the permutation that this sorting induces. For any permutation 7, 7() shall denote
the index given to the index ¢ under w. Although the desired output of a ranking problem is a
permutation, we shall follow the standard simplification [16] of requiring the output to be yet another
relevance vector s with the permutation 7 being considered as the actual output. This converts the
ranking problem into a vector-valued regression problem.

We will take the true loss function lyea (-, -) to be the popular NDCG loss function [[17] defined
below

1 " G(r(i
Z (r(2))

Inpee (s,1) = — 1G()l, e F(ms(i))

r(i)

where ||r| , = ax ; Fir)’ G(r) = 2" — 1 is the growth function and F'(¢) = log(1 + t) is

the decay function.

For the surrogate loss functions {x and g, we shall use the squared loss function 4y (s,r) =
IIs — r||§ We shall overload notation to use /y (-, -) upon reals as well. For any vector r € R™, let

G(r
r) := ——~—— and let r; denote its i*" coordinate.

A ] P

Due to the decomposable nature of the surrogate loss function, we shall require kernels and simi-
larity functions to act over query-document pairs i.e. K : (P x Q) x (P x Q) — R. This also
coincides with a common feature extraction methodology (see for example [16} [18]]) where every
query-document pair is processed to yield a feature vector. Consequently, all our goodness defi-
nitions shall loosely correspond to the ability of a kernel/similarity to accurately predict the true
relevance scores for a given query-document pair. We shall assume ranking instances to be gener-
ated by the sampling of a query ¢ ~ Dy followed by m independent samples of documents from
the (conditional) distribution Dp|,. The distribution over ranking instances is then a product dis-
tribution D = Dy = Dg X Dpjq X Dp|qy X ... X Dp|g. A key consequence of this generative

m times
mechanism is that the i*" query-document pair of a random ranking instance, for any fixed i, is a
random query-document instance selected from the distribution 1 := Dg X Dpj,.

Definition 28. A similarity function K is said to be (ey, B)-good for a ranking problem y : X —
S, If for some bounded weight function w : P x Q — [—B, B], for any ranking instance x =
(%Pl,pQ, te apm)’ l.fWE deﬁne f X > R™as

fir= E [w(z)K(z;2)]

zp
where z; = (p;, q), then we have ED [4sq (f(x),n(r(2)))] < eo.

Definition 29. A PSD kernel K is said to be (eq,~)-good for a ranking problem y : X — S, if
there exists W* € H, ||[W*| = 1 such that if for any ranking instance x = (q,p1,p2, - -, Pm)s
if, forany W € H ., when we define f (- ;W) : X — R™ as

W, (I)K Z;
il w) = (W 2lzi))
Y
where f; is the i'" coordinate of the output of f and z; = (p;,q), then we have

BTt (f W) (r(2))] < e

The choice of this surrogate is motivated by consistency considerations. We would ideally like a
minimizer of the surrogate loss to have bounded actual loss as well. Using results from [16]], it can
be shown that the above defined surrogate is not only consistent, but that excess loss in terms of
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this surrogate can be transferred to excess loss in terms of {xpcg (¢, -), a very desirable property.
Although [16] shows this to be true for a whole family of surrogates, we chose /g (-, -) for its
simplicity. All our utility arguments carry forward to other surrogates defined in [[16] with minimal
changes.

‘We move on to prove utility guarantees for the given similarity learning model.
Theorem 30. Every similarity function that is (ey, B)-good for a ranking problem for m-documents
with respect to squared loss is O ( . \/5) -useful with respect to NDCG loss.

logm

Proof. As before, we use Lemmato construct a landmarked space with a linear predictor f X
(w,x) such that E [Hf(\l/ (2)) —f(z)H] < 2¢;. We have ||w]|, < B and sup {[¥(x)]} < 1.
Z~ XEX

Now lets overload notation to denote by W(x) the concatenation of the images of the m document-

query pairs in x under ¥(-) and by f(¥(x)), the m-dimensional vector obtained by applying f to
each of the m components of ¥(x).

Since the squared loss function is 2B-Lipschitz in its first argument in the region of interest, we get

xﬂlj:D Ilzm: bsq (JE(‘I’(ZI)),U(T(X)L)H

— ixLED [[Esq (f(\l’<zl))’n<r<x))2)]]

E_ [t (F06))0060))]

X~

ixw [0 (FW @), m(r(x))s) = g (Fz),m(r(x))2)]

m m

IN

= Y B[4z ()] + 2B E [[F@e) - 12)]]
' i=1

Z~ L

XLED [lsq (f(2i),n(r(x)):)] + 4Bme;

I

xQE;D Il; esq (f(zl)7 n(r(x))z)ﬂ + 4Bm€1

= E [l (F(x).0(r())] +4Bme
< € +4Bme;

where x = (¢,p1,.-.,Pm) and z; = (p;,q). In the first and the last but one step we have used
decomposability of the squared loss, in the fourth step we have used Lipschitz properties of the
squared loss, in the fifth step we have used properties of the generative mechanism assumed for
ranking instances, in the sixth step we have used the guarantee given by Lemma[I3] Throughout we
have repeatedly used linearity of expectation. This bounds the excess error due to landmarking to d

dimensions by 64 B%m? M using Lemma Similarly, Lemma also allows us to bound

the excess error due to training by 382,/ W which puts our total squared loss at €y + €1 for
large enough d and n.

We now invoke [[16, Theorem 10] that states that if the surrogate loss function ¢(-, -) being used is a
Bregman divergence generated by a function that is C'g-strongly convex with respect to some norm
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.
||I-|| then we can bound ¢xpcg (s, 1) < fcis /€ (s,r) where Cp = 2 ‘(F%l),,F(lm)) ’ K F

is the decay function used in the definition of NDCG and ||-||, is the dual norm of ||-||. Note that we
are using the “noiseless” version of the result where r(x) is a deterministic function of x.

In our case the squared loss is 2-strongly convex with respect to the Lo norm which is its own dual.
Hence Cs = 2and Cr = O (1 /%), if f:x— (W, U(x)) is our final output, we get, for some

constant C,

A m m 2m
< . < . .
E_ [[zNDCG (f(x),r(x))]] <, /logm Vo + 4Bme, < c\/@ VeaortC e VBe

which proves the claim. This affects the bounds given by Lemmata [I5]and [I6]since the dependence
of the excess error on d and n will now be in terms of the inverse of their fourth roots instead of
inverse of the square roots as was the case in regression and ordinal regression. [

We note that the (rather heavy) dependence of the final utility guarantee (that is O (M)) onm
is because the decay function F'(t) = log(1 + t) chosen here (which seems to be a standard in
literature but with little theoretical justification) is a very slowly growing function (it might sound a
bit incongruous to have an increasing function as our decay function - however since this function
appears in the denominator in the definition of NDCG, it effectively induces a decay). Using decay
functions that grow super-linearly (or rather those that induce super-linear decays), we can ensure
O (y/€0)-usefulness since in those cases, Cr = O (1).

We next prove admissibility bounds for the ranking problem. The learning setting as well as the
proof is different for ranking (due to presence of multiple entities in a single ranking instance),
hence we shall provide all the arguments for completeness.

Theorem 31. Every PSD kernel that is (eg,7)-good for a ranking problem is also

(eo +¢€,0 (E:”gg ) ) -good as a similarity function for any €1 > 0.

Proof. For notational convenience, we shall assume that the RKHS H is finite dimensional so
that we can talks in terms of finite dimensional matrices and vectors. As before, let f(z; W) =
(W, @ (z)) and let W' be the minimizer of the following program.

min (Wi, +CE [ (£ W), n(r(0)]

WeHk
_ . 1 2 - )
= o S [W[5, +CE ﬂ; lsq (f(zi,W),n(r(x))i)ﬂ

Jmin % W2, + c;xgﬂ;p [fsq (f (223 W), 0(r(x)),)]

. 1o o
WHél;[lK By ”W“'HK + mCZINE# Vsq (f(z:W),7(2))] + Cp

where for any z € Q X P, 7(z) gives us the expected normalized relevance of this document-query

pair across ranking instances and C'p is some constant independent of W and dependent solely on

the underlying distributions. Using the goodness of the kernel K and the argument given in the

proof of Lemma it is possible to show that the vector W' has squared loss at most ﬁ + €o.

Hence the only task remaining is to show that their exists a bounded weight function w such that

forallz € P x Q, we have f(z; W) = (W', @ (z)) = E [w(z)K(z,2’)] which will prove the
z'~p

claim.
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To do so we assume that the (finite) set of document-query pairs is (z1,...,zx) with z; having
probability p; and relevance r; = 7(z;). Then the above program can equivalently be written as

k
. 1 2
B 3 Wl Ot (W, () )
1 2
= min - [[W[3 +mC ‘\/PXTW— \/PrH
WeHk 2 K 2
_ . 1 2 T ~H2
= min 2||W||HK+mCHX W

. 1 2 T -|I?
2 g Xl e[ XTXe ],
where X = (®x(z1),...,Px(z)), r = (r1,...,r)", P is the k x k diagonal matrix with

P = w, X = X+/Pand i = v/Pr. The last step follows by the Representer Theorem which tells
us that at the optima, W’ = X « for some « € R-.

Some simple linear algebra shows us that the minimizer o has the form

—1
-~ 1 -
a = ([XTXX"TX+—X"X| X'Xr
2mC

G —1

2mC
I —1

where G = X " X is the Gram matrix given by the kernel K. In the third step we have assumed
that G does not have vanishing eigenvalues which can always be ensured by adding a small positive
constant to the diagonal. Thus we have

I —1
(PG + ) G 'GPr

I
(PG—FM)()(:PI'

looking at the i*” element of both sides we have

Q;

C:Mﬁi

k
i Z ;K (zi,2;) + 5
j=1
which gives us o; = 2mCp; (r; — (W', Pk (z;))). Now assume, without loss of generality, that
the relevance scores are normalized, i.e. r; < 1 for all 7. Thus we have
1 2 ~ _11? 1 2 ~ _11?
5 W/l +mCHXTW’ | < 5 l0l3, +mC HXTO -5

k

which gives us 3 HW'||?_[K < mCHf‘Hg < mC > p; = mC which gives us |W'|| < v2mC.
i=1

Since the kernel is already a normalized kernel, ||k (z;)|| < 1 which gives us, by an application of

Cauchy-Schwartz, |o;| < 2mCpu;(1 4+ vm2C) < 5u;mCvmC.

If we now establish a weight function over the domain w; = z—, then |w;| < 5mCvmC and we
can show that for all z, we have (W', &k (z)) = E [w(z)K(z,2')]. Setting C' = 271’# finishes
z'~p

€1

the proof. O

Appendix G Supplementary Experimental Results

Below we present additional experimental results for regression and ordinal regression problems.
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Figure 2: Performance of landmarking algorithms with increasing number of landmarks on real re-
gression (Figures [2a and [2b) and ordinal regression datasets (Figures [2c|and [2d) for various kernels.

G.1 Regression Experiments

We present results on various benchmark datasets considered in Section for Gaussian K (x,y) =

_ 2
exp (—%) and Euclidean: K (x,y) = — ||x — y||§ kernels. Following standard practice, we
fixed o to be the average pairwise distance between data points in the training set.

G.2 Ordinal Regression Experiments

We present results on various benchmark datasets considered in Section for Gaussian K (x,y) =
2
exp (7%) and Manhattan: K (x,y) = — ||x — y/||; kernels.
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