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Abstract 

A mixed-signal image filtering VLSI has been developed aiming at 
real-time generation of edge-based image vectors for robust image 
recognition. A four-stage asynchronous median detection architec-
ture based on analog digital mixed-signal circuits has been intro-
duced to determine the threshold value of edge detection, the key 
processing parameter in vector generation. As a result, a fully 
seamless pipeline processing from threshold detection to edge fea-
ture map generation has been established. A prototype chip was 
designed in a 0.35-µm double-polysilicon three-metal-layer CMOS 
technology and the concept was verified by the fabricated chip. The 
chip generates a 64-dimension feature vector from a 64x64-pixel 
gray scale image every 80µsec. This is about 104 times faster than the 
software computation, making a real-time image recognition system 
feasible. 

1  Introduction 

The development of human-like image recognition systems is a key issue in infor-
mation technology. However, a number of algorithms developed for robust image 
recognition so far [1]-[3] are mostly implemented as software systems running on 
general-purpose computers. Since the algorithms are generally complex and include a 
lot of floating point operations, they are computationally too expensive to build 
real-time systems. Development of hardware-friendly algorithms and their direct 
VLSI implementation would be a promising solution for real-time response systems. 

Being inspired by the biological principle that edge information is firstly detected in 
the visual cortex, we have developed an edge-based image representation algorithm 
compatible to hardware processing. In this algorithm, multiple-direction edges ex-
tracted from an original gray scale image is utilized to form a feature vector. Since the 
spatial distribution of principal edges is represented by a vector, it was named Pro-
jected Principal-Edge Distribution (PPED) [4],[5], or formerly called Principal Axis 



 

Projection (PAP) [6],[7]. (The algorithm is explained later.) Since the PPED vectors 
very well represent the human perception of similarity among images, robust image 
recognition systems have been developed using PPED vectors in conjunction with the 
analog soft pattern classifier [4],[8], the digital VQ (Vector Quantization) processor 
[9], and support vector machines [10] . 

The robust nature of PPED representation is demonstrated in Fig. 1, where the system 
was applied to cephalometric landmark identification (identifying specific anatomical 
landmarks on medical radiographs) as an example, one of the most important clinical 
practices of expert dentists in orthodontics [6],[7]. Typical X-ray images to be ex-
perienced by apprentice doctors were converted to PPED vectors and utilized as 
templates for vector matching. The system performance has been proven for 250 head 
film samples regarding the fundamental 26 landmarks [11]. Important to note is the 
successful detection of the landmark on the soft tissue boundary (the tip of the lower 
lip) shown in Fig. 1(c). Landmarks on soft tissues are very difficult to detect as 
compared to landmarks on hard tissues (solid bones) because only faint images are 
captured on radiographs. The successful detection is due to the median algorithm that 
determines the threshold value for edge detection. 
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Fig. 1: Image recognition using PPED vectors: (a,b) cephalometric landmark identi-
fication; (c) successful landmark detection on soft tissue. 

 

We have adopted the median value of spatial variance of luminance within the fil-
tering kernel (5x5 pixels), which allows us to extract all essential features in a delicate 
gray scale image. However, the problem is the high computational cost in determining 
the median value. It takes about 0.6 sec to generate one PPED vector from a 
64x64-pixel image (a standard image size for recognition in our system) on a SUN 
workstation, making real time processing unrealistic. About 90% of the computation 
time is for edge detection from an input image, in which most of the time is spent for 
median detection.  

Then the purpose of this work is to develop a new architecture median-filter VLSI 
subsystem for real-time PPED-vector generation. Special attention has been paid to 
realize a fully seamless pipeline processing from threshold detection to edge feature 
map generation by employing the four-stage asynchronous median detection archi-
tecture. 



 

2  Projected Principal  Edge Distribution (PPED) 

Projected Principal Edge Distribution (PPED) algorithm [5],[6] is briefly explained 
using Fig. 2(a). A 5x5-pixel block taken from a 64x64-pixel target image is subjected 
to edge detection filtering in four principal directions, i.e. horizontal, vertical, and 
±45-degree directions. In the figure, horizontal edge filtering is shown as an example. 
(The filtering kernels used for edge detection are given in Fig. 2(b).) In order to de-
termine the threshold value for edge detection, all the absolute-value differences 
between two neighboring pixels are calculated in both vertical and horizontal direc-
tions and the median value is taken as the threshold. By scanning the 5x5-pixel fil-
tering kernels in the target image, four 64x64 edge-flag maps are generated, which are 
called feature maps. In the horizontal feature map, for example, edge flags in every 
four rows are accumulated and spatial distribution of edge flags are represented by a 
histogram having 16 elements. Similar procedures are applied to other three directions 
to form respective histograms each having 16 elements. Finally, a 64-dimension 
vector is formed by series-connecting the four histograms in the order of horizontal, 
+45-degree, vertical, and –45-degree. 
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(a)     (b)       

Fig. 2: PPED algorithm (a) and filtering kernels for edge detection (b). 

3  System Organization 

The system organization of the feature map generation VLSI is illustrated in Fig. 3. 
The system receives one column of data (8-b x 5 pixels) at each clock and stores the 
data in the last column of the 5x6 image buffer. The image buffer shifts all the stored 
data to the right at every clock. Before the edge filtering circuit (EFC) starts detecting 
four direction edges with respect to the center pixel in the 5x5 block, the threshold 
value calculated from all the pixel data in the 5x5 block must be ready in time for the 
processing. In order to keep the coherence of the threshold detection and the edge 
filtering processing, the two last-in data locating at column 5 and 6 are given to me-
dian filter circuit (MFC) in advance via absolute value circuit (AVC). AVC calculates 
all luminance differences between two neighboring pixels in columns 5 and 6. 

In this manner, a fully seamless pipeline processing from threshold detection to edge 
feature map generation has been established. The key requirement here is that MFC 
must determine the median value of the 40 luminance difference data from the 
5x5-pixel block fast enough to carry out the seamless pipeline processing. For this 
purpose, a four-stage asynchronous median detection architecture has been developed 
which is explained in the following. 
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Fig. 3: System organization of feature map generation VLSI. 

The well-known binary search algorithm was adopted for fast execution of median 
detection. The median search processing for five 4-b data is illustrated in Fig. 4 for the 
purpose of explanation. In the beginning, majority voting is carried out for the MSB’s 
of all data. Namely, the number of 1’s is compared with the number of 0’s and the 
majority group wins. The majority group flag (“0” in this example) is stored as the 
MSB of the median value. In addition, the loser group is withdrawn in the following 
voting by changing all remaining bits to the loser MSB (“1” in this example). By 
repeating the processing, the median value is finally stored in the median value reg-
ister. 
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Fig. 4: Hardware algorithm for median detection by binary search. 

How the median value is detected from all the 40 8-b data (20 horizontal luminance 
difference data and 20 vertical luminance difference data) is illustrated in Fig. 5. All 
the data are stored in the array of median detection units (MDU’s). At each clock, the 
array receives four vertical luminance difference data and five horizontal luminance 
difference data calculated from the data in column 5 and 6 in Fig. 3. The entire data are 
shifted downward at each clock. The median search is carried out for the upper four 
bits and the lower four bits separately in order to enhance the throughput by pipelining. 
For this purpose, the chip is equipped with eight majority voting circuits (MVC 0~7). 
The upper four bits from all the data are processed by MVC 4~7 in a single clock cycle 
to yield the median value. In the next clock cycle, the loser information is transferred 
to the lower four bits within each MDU and MVC0~3 carry out the median search for 
the lower four bits from all the data in the array. 
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Fig. 5: Median detection architecture for all 40 luminance difference data. 

The majority voting circuit (MVC) is shown in Fig. 6. Output connected CMOS in-
verters are employed as preamplifiers for majority detection which was first proposed 
in Ref. [12]. In the present implementation, however, two preamps receiving input 
data and inverted input data are connected to a 2-stage differential amplifier. Al-
though this doubles the area penalty, the instability in the threshold for majority 
detection due to process and temperature variations has been remarkably improved as 
compared to the single inverter thresholding in Ref. [12]. The MVC in Fig. 6 has 41 
input terminals although 40 bits of data are inputted to the circuit at one time. Bit “0” 
is always given to the terminal IN40 to yield “0” as the majority when there is a tie in 
the majority voting.  
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Fig. 6: Majority voting circuit (MVC). 

The edge filtering circuit (EFC) in Fig. 3 is composed as a four-stage pipeline of 
regular CMOS digital logic. In the first two stages, four-direction edge gradients are 
computed, and in the succeeding two stages, the detection of the largest gradient and 
the thresholding is carried out to generate four edge flags. 



 

4  Experimental  Results  

The feature map generation VLSI was fabricated in a 0.35-µm double-poly 
three-metal-layer CMOS technology. A photomicrograph of the proof-of-concept 
chip is shown in Fig. 7. The measured waveforms of the MVC at operating frequen-
cies of 10MHz and 90MHz are demonstrated in Fig. 8. The input condition is in the 
worst case. Namely, 21 “1” bits and 20 “0” bits were fed to the inputs. The observed 
computation time is about 12 nsec which is larger than the simulation result of 2.5 
nsec. This was caused by the capacitance loading due to the probing of the test circuit. 
In the real circuit without external probing, we confirmed the average computation 
time of 4~5 nsec. 
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Fig. 7: Photomicrograph and specification of the fabricated proof-of-concept chip. 

  

1

IN

MVC_OUT
1V/div 5ns/div

Majority Voting operation

MVC_Output

IN

1V/div 8ns/div

Majority Voting operation

(a) (b)  
Fig. 8: Measured waveforms of majority voting circuit (MVC) at operation frequen-
cies of 10MHz (a) and 90 MHz (b) for the worst-case input data. 

The feature maps generated by the chip at the operation frequency of 25 MHz are 
demonstrated in Fig. 9. The power dissipation was 224 mW. The difference between 
the flag bits detected by the chip and those obtained by computer simulation are also 
shown in the figure. The number of error flags was from 80 to 120 out of 16,384 flags, 
only a 0.6% of the total. The occurrence of such error bits is anticipated since we 
employed analog circuits for median detection. However, such error does not cause 
any serious problems in the PPED algorithm as demonstrated in Figs. 10 and 11. 

The template matching results with the top five PPED vector candidates in Sella 
identification are demonstrated in Fig. 11, where Manhattan distance was adopted as 
the dissimilarity measure.  The error in the feature map generation processing yields a 
constant bias to the dissimilarity and does not affect the result of the maximum like-
lihood search. 



 

Horizontal Plus 45-degrees

Vertical Minus 45-degrees

Sella

Generated Feature maps
Difference as compared 

to computer simulation

 
Fig. 9: Feature maps for Sella pattern generated by the chip. 
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Fig. 10: PPED vector for Sella pattern generated by the chip. The difference in the 
vector components between the PPED vector generated by the chip and that obtained 
by computer simulation is also shown. 
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Fig. 11: Comparison of template matching results. 

5  Conclusion 

A mixed-signal median filter VLSI circuit for PPED vector generation is presented. A 
four-stage asynchronous median detection architecture based on analog digital 
mixed-signal circuits has been introduced. As a result, a fully seamless pipeline 
processing from threshold detection to edge feature map generation has been estab-
lished. A prototype chip was designed in a 0.35-µm CMOS technology and the fab-



 

ricated chip generates an edge based image vector every 80 µsec, which is about 104 
times faster than the software computation. 
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