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Abstract

Despite an explosion in the number of experimentally determined, atomically de-
tailed structures of biomolecules, many critical tasks in structural biology remain
data-limited. Whether performance in such tasks can be improved by using large
repositories of tangentially related structural data remains an open question. To
address this question, we focused on a central problem in biology: predicting how
proteins interact with one another—that is, which surfaces of one protein bind to
those of another protein. We built a training dataset, the Database of Interacting
Protein Structures (DIPS), that contains biases but is two orders of magnitude larger
than those used previously. We found that these biases significantly degrade the
performance of existing methods on gold-standard data. Hypothesizing that assump-
tions baked into the hand-crafted features on which these methods depend were the
source of the problem, we developed the first end-to-end learning model for protein
interface prediction, the Siamese Atomic Surfacelet Network (SASNet). Using only
spatial coordinates and identities of atoms, SASNet outperforms state-of-the-art
methods trained on gold-standard structural data, even when trained on only 3% of
our new dataset. Code and data available at https://github.com/drorlab/DIPS.

1 Introduction

Proteins are large molecules responsible for executing almost every cellular process. Their function
depends critically on their ability to bind to one another in specific ways, forming larger machines
known as protein complexes. In this work we tackle the problem of paired protein interface prediction:
given the separate structures of two proteins, we wish to predict which surfaces of the two proteins
will come into contact upon binding. This is in contrast to the single-interface prediction problem,
where one wishes to predict which parts of a single protein are likely to form interfaces. Correctly
predicting protein interfaces has important applications in protein engineering and drug development.

A large number of experimental structures of protein complexes are available, but—as in many struc-
tural biology tasks—the amount of supervised data available for paired protein interface prediction
remains limited. Few gold-standard cases exist in which structures are available both for two proteins
bound to one another and for each of the two proteins on its own. We wondered if much larger sets of
structural data might be deployed in service of tasks such as protein interface prediction.

To investigate this problem, we mine the Protein Data Bank (PDB) [1] to construct a large dataset
of protein complex structures for which structures of the individual proteins on their own are not
available. We introduce the Database of Interacting Protein Structures (DIPS), which comprises
42,826 binary protein interactions—an increase of more than two orders of magnitude over previously
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Figure 1: Protein Binding. The BNI1 protein (blue) opens up to bind to actin (red). While our method
is trained only using structures of complexes such as the one at right, without any information on
how the individual proteins deformed upon binding, we test on pairs of unbound structures such as
those at left with minimal loss in performance.

used datasets such as Docking Benchmark 5 (DB5). However, we find that existing state-of-the-art
methods are unable to effectively leverage this larger dataset, likely because the assumptions built
into these methods’ hand-crafted features are not robust to differences between this training data and
the gold-standard test data set.

We therefore present SASNet, the first end-to-end learning method applied to interface prediction.
Instead of relying on hand-engineered, high-level features, we work directly at the atomic level, using
only atom positions and identities as inputs. To predict whether an amino acid on the surface of
one protein interacts with an amino acid on the surface of another protein, we voxelize the local
atomic environments, or "surfacelets," surrounding each of them and then apply a siamese-like
three-dimensional convolutional neural network to the resulting grids. SASNet outperforms existing
methods for structure-based interface prediction while leaving the door open to substantially greater
performance improvements not available to competing methods, as we have so far trained on less
than 3% of DIPS (due to computational limitations), whereas standard models are already using all
of the gold-standard training data available to them.

There is good reason to believe that convolutional neural networks would be an appropriate fit for this
problem and others in structural biology. For one, the available data is homogeneous in its underlying
representation: we are given a collection of atoms a ∈ A where A = P × E such that P = R3 is
the position space and E = {C,N,O, S, ...} is the set of possible atom element types. We are also
especially interested in modeling proximal interactions due to the local nature of the underlying
physical forces, a natural strength of the convolutional filters. Finally, the stacked nature of neural
networks approximates the hierarchical nature of biomolecular structure: for example a protein can
be progressively broken down into domains, secondary structure elements (e.g. alpha helices and
beta sheets), amino acids, and finally atoms.

However, a major surprise relates to the primary source of bias in DIPS: the proteins within are
provided only in their final bound form, in which their shapes almost always match perfectly with
one another. This is in sharp contrast to real tests cases such as those included in DB5, in which the
structures of the individual proteins typically lack shape complementarity because proteins tend to
deform substantially upon binding. Even though SASNet does not explicitly account for the fact that
proteins deform upon binding, when we train on DIPS and test on DB5, our method outperforms
state-of-the-art techniques that exploit hand-engineered features and are trained directly on DB5.

This performance even in the face of such significant bias is especially exciting as the set of possible
configurations a protein can take on when bound to a partner is a subset of all its possible configura-
tions. Protein interfaces must take on a specific configuration upon binding in order to fit together
in an energetically favorable manner (i.e., the atoms are more restricted to particular positions; see
Figure 1) [2]. DIPS only contains proteins in conformations that can already fit together, whereas
DB5 also contains protein conformations that require major deformations before being able to fit
together. Our model’s ability to perform well on DB5 indicates the model has not simply memorized
the rules governing interaction in our DIPS dataset (e.g., by searching for shape complementarity).
Instead, it has learned a representation that at least partially encodes the flexibility of proteins, without
being explicitly trained to do so, unlike previously reported methods.

2



2 Related Work

There has been significant interest in applying machine learning methods to biomolecules such as
proteins, DNA, RNA, and small drug-like molecules. Graph-based approaches have been used for
deriving properties of small molecules [3], [4], [5], such as predicting the results of quantum mechan-
ical calculations. You et al. [6] employed graph policy networks to generate new molecules. Another
common representation for quantum mechanical calculations is based on Behler and Parrinello [7]’s
symmetry functions which use manually determined Gaussian basis functions, as in [8], [9]. Gomes
et al. [10] uses the symmetry functions for protein-ligand binding affinity prediction. Equivariant
networks represent another recent and exciting line of work extending these symmetry functions
[11], [12], [13]. 3D convolutional networks have been used for protein-ligand binding affinity [14],
[15], [16], as well as for protein fold quality assessment [17], protein structure classication [18],
fingerprint prediction [19], and filling in missing amino acids [20]. [21] use variational autoencoders
to create coarse grain molecular dynamics simulations. [22] develop topology-based networks to
predict biomolecular properties. These tasks differ substantially from protein interface prediction,
however, in that they are much less data-limited.

Turning to the problem of paired interface prediction, methods developed by Fout et al. [23] and
Sanchez-Garcia et al. [24] have the highest reported performance. They both apply machine learning
techniques (graph convolutions and extreme gradient boosting, respectively) to hand-designed se-
quence conservation and structural features and are trained only on DB5. They choose to represent
the protein at the amino acid level, and their structural features capture coarse-grained structure.
These features include, for example, a measure of exposure of each amino acid to solvent and the
number of other amino acids in a half-sphere oriented along an amino acid’s side chain. These
features do not, however, capture more detailed information such as the geometric arrangement of
atoms in an amino acid’s side chains. For the distinct task of single interface prediction, also known
as binding site prediction, methods such as Jordan et al. [25], Porollo and Meller [26], Northey et al.
[27], and Hwang et al. [28] also use high-level structural features to predict interfacial residues, but
in a non-partner-specific manner—given a single protein, these methods predict which of its amino
acids are likely to form an interface with any other protein. We choose to focus on paired interface
prediction as Ahmad and Mizuguchi [29] demonstrated that partner-specific interface predictors
yield much higher performance. Paired interface prediction is also of importance to protein–protein
docking, the computational task of predicting the three-dimensional structure of a complex from
its individual proteins. Docking software currently achieves low accuracy [30]: the lack of robust
interface predictors for ranking candidate complexes has been identified as one of the primary issues
preventing better performance [31].

Sequences of related proteins (e.g,. sequence conservation and coevolution) represent another source
of information for addressing the interface prediction problem. The basic idea is that interfacial
surfaces of a protein are typically constrained in how they can evolve, as too much variability can
interrupt interactions that might be vital to protein function. For example, Ahmad and Mizuguchi
[29] uses neural networks trained on such features. Given that all these interfaces are determined
by the physics of actual three-dimensional interactions, the relegation of structure to a hidden and
unmodeled variable leads to limitations of these approaches. The general consensus in the field is that
the performance of purely sequence-based methods is approaching their limit [32]. Information about
related proteins, including using known protein interactions as templates, can boost the performance
of structure-based methods, but here we study the problem of how best to predict the interface
between two proteins given only the structures of the two proteins — both because we wish to focus
on identifying optimal structural features and because information about related proteins is not always
available, particularly for designed or engineered proteins.

Our contributions to the problem of paired interface prediction include the first use of end-to-end
learning, as well as learned structural features that achieve state-of-the-art performance. Furthermore,
we mine the novel DIPS dataset and demonstrate that end-to-end learning instead of hand-engineering
features enables us to leverage these sorts of much larger structural biology datasets—despite their
inherent biases.
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Dataset # Binary Complexes # Amino Acid Interactions

DB5 230 21,091
DIPS 42,826 5,767,093

Table 1: Dataset Sizes. By training on complexes from the newly created DIPS dataset, as opposed
to restricting ourselves to complexes with unbound data available such as those from DB5, we can
access over two orders of magnitude more training data than would otherwise be available.

3 Dataset

The best existing methods for protein interface prediction rely on the Docking Benchmark 5 (DB5)
dataset [30]. This gold-standard set contains most known labeled examples for the protein interface
prediction problem. It is also relatively small: 230 complexes in total. Interfacial amino acids (i.e., the
labels) are defined based on the structure of the two proteins bound together, but the three-dimensional
structures used as input to the model are those of the two proteins when they are unbound. The data
distribution therefore closely matches that which we would see when predicting interfaces for new
examples, which are provided in their unbound states as we do not know the structure of the resulting
complex a priori. Additionally, the range of difficulties and of interaction types in this dataset (e.g.,
enzyme-inhibitor, antibody-antigen) provides good coverage of typical test cases one might see in
the wild. State-of-the-art methods [23], [24] further split DB5 into a training/validation set of 175
complexes, DB5-train, corresponding to DB4 (the complexes from the previous version, Docking
Benchmark 4) and a test set, DB5-test, of 55 complexes (the complexes added in the update from
DB4 to DB5). This time-based split simulates the ability of these methods to predict unreleased
complexes, as opposed to a random split which has more training/testing cross-contamination. For
comparison we also use DB5-test as our test set.

While DB5 includes only 230 complexes, the PDB contains over 160,000 structures, providing an
alluring target for increasing the amount of training data available. We therefore set out to construct
the Database of Interacting Protein Structures (DIPS) by mining the PDB for pairs of interacting
proteins (Figure 2A). For this dataset, both the input structures to the model and the labels (that is,
whether or not a given amino acid in a first protein physically contacts a given amino acid in the
other protein) are derived from the structure of the complex in which the two proteins are bound
together. As the PDB contains data of varying quality, we only include complexes that meet the
following criteria: ≥ 500 Å2 buried surface area, solved using X-ray crystallography or cryo-electron
microscopy at better than 3.5 Å resolution, only contains protein chains longer than 50 amino acids,
and is the first model in a structure. As DB5 is also derived from the PDB we use sequence-based
pruning to ensure that there is no cross-contamination between our train and test sets. Specifically, we
exclude any complex that has any individual protein with over 30% sequence identity when aligned
to any protein in DB5. This is a commonly used sequence identity threshold [33], [25], but competing
methods for protein interface prediction do not employ such pruning on their training set, which may
bias performance comparisons in their favor. The initial processing as well as the sequence-level
exclusion yields a dataset of 42,826 binary complexes, over two orders of magnitude larger than DB5.

For both of these datasets, once these binary protein complexes are generated, we identify all
interacting pairs of amino acids. A pair of amino acids — one from each protein — is determined
to be interacting if any of their non-hydrogen atoms (hydrogen atoms are typically not observed in
experimental structures) are within 6 Å of one another (Figure 2B) (as also used by [23], [24]). This
leads to a total of over five million pairs labelled as positives in DIPS (Figure 2C, see Table 1 for
exact counts). For the negatives, at train and validation we select random pairs of non-interacting
amino acids spanning the same protein complexes, ensuring a fixed ratio of positives to negatives
from each complex (Figure 2D, the exact ratio being defined by hyperparameter search, see Section
4). At test time we use all pairs, to match real-world conditions.

As noted previously, the distribution of structures in DIPS differs from that in DB5. For example,
pre-bound proteins in DIPS have a much higher degree of shape complementarity than those in DB5,
as the former exclusively comprises pairs that are in the correct conformation to bind with one another.
We thus must carefully consider our model design so that we can effectively leverage this much larger
set to tackle the problem of paired protein interface prediction.
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Figure 2: Protein Interface Prediction via SASNet. We predict which parts of two proteins will
interact by constructing a binary classifier. To extract training examples for the problem, we start
with a pair of proteins in complex sampled from DIPS (A, proteins shown in cartoon form), and from
there extract all pairs of interacting amino acids (B, atoms shown in stick form). We then split these
pairs to obtain our positives (C), with all remaining non-interacting pairs forming our negatives (D,
negatives are down-sampled at train time, but not at test time). These pairs are then individually
voxelized into 4D grids, the last dimension being the one-hot encoding of the atom’s element type (E,
atom channel shown as color). These pairs of voxelized representations are then fed through a 3D
siamese-like CNN (F, the weights across the two arms are tied).

4 Method

Due to the homogeneous, local, and hierarchical structure of proteins, we selected a three-dimensional
convolutional neural network as SASNet’s underlying model (Figure 2F). We first focus on how to
represent our pairs of amino acids and their surrounding environments in order to provide them to our
network. For each amino acid in a protein, we encode all atoms of that protein within a box centered
on the alpha-carbon of that amino acid — a region of 3D space that we call a "surfacelet." This
encodes all structural data local to this central alpha-carbon that is provided in a given PDB structure.

To create a dense, three-dimensional, and fixed-size representation of the input, we choose to voxelize
this space (Figure 2D). For each surfacelet, we lay down a grid centered on the alpha carbon of the
amino acid, and record in each voxel the presence or absence of a given atom. A fourth dimension
is used to encode the element type of the atom, using 4 channels for carbon, oxygen, nitrogen, and
sulfur, the most commonly found atoms in protein structure (note that hydrogens are typically not
resolved in experimental structures). In order to build in a notion of rotational invariance, each
training example is randomly rotated, every time it is seen, across the 3 axes of rotation. At test time,
we perform 20 random rotations for each example and average the predictions.

We feed the voxelized surfacelets to multiple layers of 3D convolution (Conv3D) followed by batch
normalization (BN) and rectified linear units (ReLUs), and optionally layers of 3D max pooling
(MaxPool). We then apply several fully connected (FC) layers followed by more BNs and ReLUs.
As we are working with pairs of surfacelets, we employ two such networks with tied weights to build
a latent representation of the two surfacelets, and then concatenate the results. This is a siamese-like
network, but an important difference from classical siamese approaches, as introduced by Bromley
et al. [34], arises from the nature of the task at hand. Unlike a classical siamese network, we are
not attempting to compute a similarity between two objects. This can be shown by considering
the nature of protein interactions: a positively charged protein surface is likely to interact with a
negatively charged counterpart, even though the two could be considered very dissimilar. Instead of
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